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1.0 INTRODUCTION 
 
The Navy Coupled Ocean Data Assimilation (NCODA) system in its original form is based on 
Multivariate Optimal Interpolation (MVOI). It has been operational at the Naval 
Oceanographic Office (NAVOCEANO) and Fleet Numerical Meteorology and Oceanography 
Center (FNMOC) since August 2004.  Recently, the Naval Research Laboratory (NRL) 
modified the analysis component of NCODA from the MVOI version, referred to as NCODA-
MVOI v2.3 (Cummings, 2005), to a fully three-dimensional variational analysis (3DVAR) 
scheme, based on an oceanographic implementation of the Navy Atmospheric Variational Data 
Assimilation System (NAVDAS) (Daley and Barker, 2001). The newer version of NCODA is 
referred to as NCODA-VAR, v3.43. The primary difference between NCODA-MVOI and 
NCODA-VAR is the algorithm used to solve the analysis problem in observation space. 
NCODA-MVOI uses a direct solution while NCODA-VAR employs an iterative, conjugate 
gradient to minimize a cost function.  While a direct solution is limited by the size of the 
observation error covariance matrix that can be stored in memory, a variational solution does 
not suffer from this limitation and a true global analysis can be obtained.  
 
NCODA-VAR can function as a stand-alone ocean data analysis program or as part of a data 
assimilation/forecast system when used in conjunction with an ocean forecast model through a 
sequential incremental update cycle.  NCODA-VAR may be executed in either two-
dimensional (2D) or three-dimensional (3D) mode.  In 2D mode, NCODA performs a series of 
univariate sea surface temperature (SST), sea surface height (SSH), significant wave height 
(SWH), sea ice concentration, or surface velocity analyses separately or in combination. For 
example, SST and sea ice may be analyzed simultaneously for use as lower boundary 
conditions in Navy atmospheric models: the Navy Global Atmospheric Prediction System 
(NOGAPS, Hogan and Rosmond, 1991) and the Coupled Ocean Atmospheric Mesoscale 
Prediction System (COAMPS, Chen et al., 2010; Campbell et al., 2010).  Significant wave 
height and sea ice are analyzed for use in wave model data assimilation in the WaveWatch III 
(WW3, Tolman, 2009) model. Sea surface temperature and SSH may be analyzed for Navy 
Coastal Ocean Model (NCOM, Martin et al., 2008a, 2008b) or Hybrid Coordinate Ocean 
Model (HYCOM, Metzger et al., 2009) assimilation. Additionally, SST and SSH data in the 
2D mode are used to generate optional synthetic profiles of temperature and salinity using 
various methods.  
 
NCODA also may be run in a fully multivariate 3D mode, generating analyses or model 
updates of temperature, salinity, and vector currents.  The 3D method provides updated initial 
conditions for the next model forecast in a sequential incremental update cycle. Ocean model 
forecast corrections are based on all satellite and in situ observations that became available 
since the last analysis. The total number of observations consists of surface observations 
derived from satellites, which include altimeter SSH anomalies, SST, and sea ice 
concentration.  In situ SST data are collected from ships and buoys, and temperature and 
salinity (T & S) profile measurements are gathered from XBTs, CTDs, gliders, and Argo floats 
(See Appendix A for the different data types). All observations are quality controlled through 
NCODA_QC (Cummings, 2011).  Combining these various observational data types with the 
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previous model forecast via data assimilation makes possible a more accurate nowcast and 
forecast of the 3D ocean environment.  
 
NCODA has two options for creating synthetic profiles from SSH observations: through the 
Cooper and Haines (CH) technique (1996) or with synthetic profiles from the Modular Ocean 
Data Analysis System (MODAS, Fox et al., 2002). Synthetic profiles are only created where 
the satellite based SSH anomalies (with respect to a long-term mean of ocean analyses) exceed 
the altimeter measurement error threshold. This threshold is a namelist parameter that can be 
specified by the user.  Its current default value is 4 cm.  Work is currently underway to 
improve the creation of synthetic profiles (see sections 4.4 and 4.7). 
 
NCODA has the capability to employ the First Guess at Appropriate Time (FGAT) technique.  
FGAT computes innovations using model background fields that are close in time to when the 
observation was collected.  This method helps minimize one component of the mean analysis 
error that occurs when comparing observations and forecasts not valid at the same time.  The 
errors associated with short time scale (diurnal) processes, such as tides and solar heating, are a 
good example.  The FGAT option is available in both the MVOI version (2.3) and the 3DVAR 
version (3.43).  However, there are currently some limitations to this capability; for example, it 
is currently disabled in the subroutine NCODA-CONVRT which COAMPS uses (see section 
4.6). 
 
1.1 Relocatable Navy Coastal Ocean Model (Relo NCOM) 
 
The Relocatable Navy Coastal Ocean Model (Relo NCOM) is a scalable, portable, and user-
friendly system for hindcasting, nowcasting, and short term (2-3 day) forecasting simulations. 
Relo NCOM is a combination of the NCOM (Martin, 2000) and the NCODA (Cummings, 
2005) for data analysis and model initialization.  NCOM is based primarily on two existing 
ocean circulation models, the Princeton Ocean Model (POM) (Blumberg and Mellor, 1983; 
Blumberg and Mellor, 1987) and the Sigma/Z-level Model (SZM) (Martin et al., 1998).  
NCOM employs a staggered Arakawa C grid (as in POM) and a leapfrog temporal scheme 
with an Asselin filter to suppress time-splitting.  One of the primary distinctions of NCOM 
(relative to POM) is its vertical structure.  The vertical discretization of NCOM uses a 
combination of sigma layers and z-levels in a three-tiered distribution with i) free sigma layers 
near the surface that expand and contract with the free surface elevation, ii) fixed sigma layers 
that do not vary with the free surface, and iii) fixed z-levels that allow for partial bottom cells, 
making a better match of the bottom topography. 
 
For a rapid configuration, the Relo NCOM system relies on a set of data and products available 
on a global scale (bathymetry, winds, and remote sensing data). These products are generally 
of a low resolution, and it is possible to  replace them with local and high-resolution databases.  
Relo NCOM is operational at NAVOCEANO with NCODA version 2.3 and meets Navy 
requirements for generating real-time descriptions of environmental variables (Rowley, 2010).  
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1.2 HYbrid Coordinate Ocean Model (HYCOM) 
 
The HYbrid Coordinate Ocean Model (HYCOM; (Bleck, 2002) is a primitive equation, general 
circulation model. The vertical coordinates are isopycnal in the stratified, open ocean but use 
the layered continuity equation to create a dynamically smooth transition to terrain-following 
coordinates in shallow coastal regions and to z-level coordinates in the mixed layer and/or 
unstratified seas. The hybrid coordinate extends the geographic range of applicability of 
traditional isopycnal coordinate circulation models toward shallow coastal seas and unstratified 
parts of the ocean. It retains the significant advantages of an isopycnal model in stratified 
regions while allowing more vertical resolution near the surface and in shallow coastal areas, 
therefore providing an improved representation of the upper ocean physics.  
 
Coupling between the ocean and ice models helps to properly account for the heat, salt, and 
momentum fluxes at the ocean/ice interface.  HYCOM currently contains a thermodynamic 
“energy loan” ice model but soon will be coupled to the Polar Ice Prediction System 3.0 (Posey 
et al, 2008a, 2008b, 2009) via the Earth System Modeling Framework (ESMF) (Hill et al., 
2004).  HYCOM has an inert tracer code that serves as a full-fledged prognostic scalar carried at 
both leapfrog time steps. There are five primary vertical mixing algorithms: three ‘‘continuous’’ 
differential models and two bulk (slab) models (Halliwell, 2003). The three differential models 
are the nonlocal K-Profile Parameterization (KPP; Large et al., 1994], the National Aeronautics 
and Space Administration (NASA) Goddard Institute for Space Studies level 2 turbulence 
closure (GISS; Canuto et al., 2001, 2002), and the Mellor–Yamada level 2.5 turbulence closure 
scheme f(MY; Mellor and Yamada, 1982). These models govern vertical mixing throughout the 
water column. The bulk models include the dynamical instability model of Price et al. (1986) 
(PWP) and the Kraus–Turner model. 
 
1.3 Coupled Ocean Atmosphere Mesoscale Prediction System (COAMPS®) 
 
The Naval Research Laboratory Marine Meteorology Division’s COAMPS® makes both 
mesoscale and microscale predictions of the atmosphere and ocean. The atmospheric elements 
of COAMPS are used operationally by the U.S. Navy for numerical weather prediction in 
various regions around the world. COAMPS consists of a complete 3D variational data 
assimilation system with data quality control, analysis, initialization, and forecast model 
components (Hodur, 1997; Chen et al., 2003).  Data assimilation is initiated by the preceding 
12-hr forecast and incorporates quality-controlled observations from aircraft, radiosondes, 
satellite, ship, and surface stations.  NCODA provides SST and sea ice analysis as bottom 
boundary conditions for the atmospheric model.  NCODA employs both in situ and satellite 
SST measurements (Pullen et al., 2007).  COAMPS includes a globally relocatable grid, nested 
grids, user-defined grid resolutions and dimensions, and an option for idealized or real-time 
simulations that allows for portability between mainframes and workstations. The 
nonhydrostatic atmospheric model has predictive equations for momentum, non-dimensional 
pressure perturbation, turbulent kinetic energy, potential temperature, and the mixing ratios of 
water vapor, clouds, rain, snow, ice, graupel, and number concentrations for cloud, rain, ice, and 
aerosol. The Louis bulk surface flux parameterizations are used with modifications to include 
saturation of the momentum drag coefficient at high wind speed. The boundary layer uses a 
Mellor–Yamada level 2.5 turbulence closure scheme. The radiation scheme follows Hashvardan 
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et al. (1978). The vertical coordinate of COAMPS is terrain-following and extends typically 10 
to 30 km above the surface.  
 

For the Relo NCOM validation effort, COAMPS contributes the atmospheric forcing in east-
west and north-south vector components of the 10-meter winds at a 0.2° spatial resolution. For 
the 00Z and 12Z model runs, two daily wind files with data from 0 to 48 hours are obtained at 3 
hourly intervals. The initial wind comes from the COAMPS analysis and winds from 3-48 hours 
are forecast, also at 3 hourly intervals. NOGAPS also provides forcing at 0.5° km resolution 
through surface values of dew point depression, net shortwave radiation, net longwave 
radiation, air temperature, and barometric pressure. As with COAMPS, there are two daily files 
at 00Z and 12Z containing these parameters out to 120 hours at 3 hourly intervals.  Values at the 
initial time are from the NOGAPS analysis and values from 3-120 hours are forecast. 
 
1.4 Earth System Modeling Framework (ESMF) 
 
COAMPS is integrated with ocean and atmospheric models through ESMF.  Funded by the 
Department of Defense (DoD) and NASA and developed by the National Center for 
Atmospheric Research (NCAR), the ESMF was created as a high-performance, flexible 
software infrastructure to increase ease of use, performance portability, interoperability, and 
reuse in climate, numerical weather prediction, data assimilation, and other Earth science 
applications. The software infrastructure allows various weather, climate, and data assimilation 
components to work together on an array of platforms from laptops to supercomputers.  ESMF 
software is component-based, representing models as collections of smaller components that 
are coupled together.  In ESMF, a component may be a physical domain or a function, such as 
a coupler or I/O system. The framework provides tools for common modeling functions, as 
well as regridding, data decomposition, and communication on parallel computers (Hill et al., 
2004).  
 

1.5 Document Overview 
 
This Validation Test Report documents a series of comparison studies of NCODA and of 
prediction systems that use NCODA, e.g., COAMPS, HYCOM and Relo NCOM.  Results from 
the current operational version of NCODA (2.3) were compared with those from version 3.43, 
which has 3DVAR and other data processing capabilities.  The experiments were validated 
against in situ profile and surface drifter data in terms of root mean square error (RMSE), mean 
bias (MB), and various acoustic prediction capabilities using a suite of metrics.    
 
There are several new ocean analysis namelist options in NCODA-VAR that allow for more 
capability.  It would be very difficult to validate each new feature of NCODA separately (i.e., 
comparing just the MVOI and 3DVAR solvers with everything else the same). A set of 
namelist options (mostly default) was selected as the benchmark and was used for the majority 
of the validation experiments. In the Relo NCOM and COAMPS experiments, the only 
parameter that was altered from its default value was the horizontal length scale factor ‘rscl’, 
which was changed to 1.2 from 0.5.  Therefore, the two versions of NCODA were compared as 
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complete systems.  The operational implementation of NCODA-VAR should not deviate from 
the namelist parameters that were used in this validation testing. 
 
This validation also included computational efficiency performance.  A description of the 
purpose of each test, the test area characteristics, model run specifics, and results from each 
simulation are presented in this report, along with graphical output, statistics, and concluding 
remarks.  The user can refer to the NCODA-VAR Version 3.43 User’s Guide (Smith et al., in 
preparation) and the NCODA-VAR Version 3. 43 Software Design Description (Smith et al., 
in preparation) for further details.  
 

1.6 Validation Metrics 
 
1.6.1 Analysis/Forecast Metrics 
 
Validation success was measured in the following areas:  
 

• Analysis and forecast accuracy of temperature and salinity was measured using forecast-
observation differences with both assimilated and unassimilated data.  At the end of each 
analysis and with 12, 24, or 48 hour forecasts (depending on the experiment), the model 
solution was compared to the data available during that portion of the analysis or 
forecast. 

• The qualitative assessment of oceanographic realism and quality of the results were 
examined for each of the experiments.  The analyses and forecasts of temperature and 
salinity (in both the horizontal and vertical) were examined to ensure that they were 
dynamically consistent and reasonable.  This metric was performed by visually 
inspecting the solutions resulting from the different prediction systems for anomalous 
features such as significant localized biases or noisy vertical profiles.  Early on in this 
validation testing, several experiments exhibited some of these anomalous features.  For 
example, the COAMPS experiment revealed unusually high temperatures near a couple 
of the river mouths, and the Relo NCOM was producing noisy vertical profiles of 
temperature.  Because of the visual inspection, these issues were identified and the 
software namelist parameters appropriately corrected to remove these anomalous 
features. 

• Metrics encompassing the testing of sound speed profiles, which include the 
predictability of sonic layer depth and acoustic trapping. 

• Surface current forecasting was compared to the WOCE global drifter data base where 
sufficient data existed. 

 
1.6.2 Engineering Metrics 
 

• The computation time was recorded for all experiments to evaluate the overall efficiency 
of the prediction systems.   

• The resource requirements (number of CPUs, computer networking, etc) are noted in 
this report. 

• Robustness was tested by applying NCODA to three different prediction systems in 
multiple regions for multi-month experiments.   
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• It was a requirement that each experiment run to completion without a restart.   
 

1.7 Subversion Repository 
  
Developers at NRL regularly make changes, improvements, and bug fixes to the NCODA 
prediction system, often concurrently.  Therefore, a subversion repository 
(http://subversion.tigris.org/; Collins-Sussman et al., 2007) has been created at both NRL 
Monterey and NRL Stennis, wherein different versions of NCODA and its complete 
developmental history are stored and available for user access.  The official version of 
NCODA-VAR used in this validation test report is located in the NRL-MRY repository and 
can be accessed at the following internet address: 
http://coamps.nrlmry.navy.mil:8000/svn/ncoda_var/branches/ops/ 
Likewise, the version of NCODA-MVOI that was used in this report was obtained from the 
following repository branch: 
http://coamps.nrlmry.navy.mil:8000/svn/ncoda_mpi/branches/ops/ 
For web browser (read-only) viewing, via WebSVN, the repository is available at: 
https://www7320.nrlssc.navy.mil/svn/websvn.     
 
The NRL-MRY subversion repository is accessible to Naval Research Laboratory-Stennis 
Space Center (NRL-SSC) personnel as well as to select DoD IP addresses outside the NRL-SSC 
system, such as the High Performance Computing Modernization Program (HPCMP) DoD 
Supercomputing Resource Center (DSRC) platforms.  NCODA Subversion repositories are 
hosted by the NRL-MRY Subversion server.    
 
The versions of NCODA-MVOI and NCODA-VAR that were used within the three prediction 
systems that are validated in this report came from the repository branches listed above.  The 
official repository branch locations for the COAMPS and Relo NCOM systems used in this 
validation study are: 
 
COAMPS:  http://coamps.nrlmry.navy.mil:8000/svn/coamps5/branches/ops/ (which 
automatically links to the operational branches of NCODA-MVOI and NCODA-VAR listed 
above) 
 
Relo NCOM with NCODA-MVOI:  http://www7320.nrlssc.navy.mil/svn/repos/RELO/trunk/ 
Relo NCOM with NCODA-VAR: 
  http://www7320.nrlssc.navy.mil/svn/repos/RELO/branches/3DVAR 
  
The regional HYCOM software used in this report is not in SVN.  It is maintained and version 
controlled at NRL-SSC by Alan Wallcraft (alan.wallcraft@nrlssc.navy.mil). 

https://198.70.52.167/exchweb/bin/redir.asp?URL=http://subversion.tigris.org/�
http://coamps.nrlmry.navy.mil:8000/svn/ncoda_var/branches/ops/�
http://coamps.nrlmry.navy.mil:8000/svn/ncoda_mpi/branches/ops/�
https://www7320.nrlssc.navy.mil/svn/websvn�
http://coamps.nrlmry.navy.mil:8000/svn/coamps5/branches/ops/�
http://www7320.nrlssc.navy.mil/svn/repos/RELO/trunk/�
http://www7320.nrlssc.navy.mil/svn/repos/RELO/branches/3DVAR�
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2.0 VALIDATION TESTING  
 
The NCODA-VAR has been validated and verified successfully for a number of field cases. 
These test cases evaluated the prediction system’s ability to assimilate hydrographic data into 
different ocean prediction systems such as HYCOM, Relo NCOM, and COAMPS.  The test areas 
represented regions where significant variability and enough data existed to accurately 
characterize variability. All of the experiments utilized a spherical grid projection and 
incorporated data from NAVOCEANO’s decoded data stream that is processed by 
NCODA_QC (Cummings, 2011) in near real time (NRT).  The NRT quality control (QC) 
decisions were used here to select data for assimilation. See Appendix A for a list of all 
NCODA data types. Experiments were conducted at locations and at times where there were 
additional data collected from various exercises.  Experiment outputs were post-processed into 
standardized NAVO-format netCDF files to streamline the evaluation of the results.  These test 
cases compared NCODA-MVOI to NCODA-VAR as used in the relocatable NCOM (Relo 
NCOM), COAMPS, and HYCOM analysis/forecasting systems. Many of the Relo NCOM 
tests were run with the First Guess at Appropriate Time (FGAT) feature enabled for both the 
NCODA-MVOI and NCODA-VAR.  Table A below provides a summary of test specifications. 
A full description of results may be found at: 
https://www7320.nrlssc.navy.mil/Alvin/index.php/NCODA-VAR_Validation_Studies. 
 
 
 

Table A: Test Case Characteristics 

Test Case Area/ 
Program 

Lat/ 
Lon 

Grid 
Res. 

Time 
Frame 

Exercise-Specific 
Regional Obs. Data 

  
Relo NCOM 

1 
Okinawa 
Trough 

17 to 34° N 
and 118 to 
134°E 

3 km 8/1/2007-
10/31/ 
2007 

NAVOCEANO glider 
and AXBT data. 

2 

Marine Rapid 
Environmental 
Assessment 
(MREA10) 
Ligurian Sea 

40.5 to 
44.49°N 
and 0.5 to 
14.85°E 

Outer 
Nest: 4 
km;  
Inner 
Nest: 2 
km 

8/2010-
9/2010 
 

Slocum and Spray 
gliders 

3 

Autonomous 
Ocean 
Sampling 
Network 
(AOSN2) 

35.6 to 
37.49 °N 
and 123.2 
to -
121.39°W  

~2 km 7/1/2003 
to 10/1/ 
2003 

M1 and M2 buoys, 
glider data, AUVs. 
 

4 
RIMPAC 08 18 to 24°N 

and 162 to      
154°W  

~3 km 5/2008-
10/2008 

4 Seagliders, 4 
Slocum gliders, 
CTDs.   

https://www7320.nrlssc.navy.mil/Alvin/index.php/NCODA_3DVar_Validation_Studies�
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Test Case Area/ 
Program 

Lat/ 
Lon 

Grid 
Res. 

Time 
Frame 

Exercise-Specific 
Regional Obs. Data 

  
COAMPS5

5 
Okinawa 
Trough (07)- 
fully coupled  

17 to 34° N  
and 118 to 
134°E 

3 km 8/1/2007-
10/31/ 
2007 

NAVOCEANO glider 
and AXBT data. 

HYCOM 

6 

Regional 
HYCOM, Gulf 
of Mexico, 
2010 BP oil 
spill 

18°N to 
31°N and  
-100°W to  
-75°W 

3.5 km 
horiz. 
(1/25°), 
20 
vertical 
levels 

6/2010-
10/2010 

AXBTs, WOCE 
drifters, PALACE 
floats. 

Analysis-Only 

7 

Northwest 
Atlantic 

20 to 50° N 
and 275 to 
310°E 

~11 km, 
35 
vertical 
levels 

5/28/2010 -
6/30/2011 

No regional specific 
observations, just data 
from the OCNQC 
stream. 

 
2.1 Test Case 1: Okinawa Trough Using Relo NCOM  
 
2.1.1 Purpose 
 
The Okinawa Trough domain was chosen as a validation test area for two reasons.  First, an 
extensive Navy exercise was performed in this region in the fall of 2007, providing a large data 
set of AXBT and glider profile observations to be used for assimilation and validation purposes.  
It is beneficial to have a large data set of profile observations to validate NCODA and Relo 
NCOM’s capability to project sea surface information into the interior of the ocean.  Secondly, 
this region is dynamically rich due to inclusion of the Kuroshio Current and the meandering 
eddies it sheds. Additionally, significant river input, large tidal amplitudes, and internal tide 
generation contribute to a comprehensive examination of the predictive capability of the 
analysis/forecasting systems. 
 
2.1.2 Test Area and Observations 

The Okinawa Trough is a seabed feature of the East China Sea.  It is an active, initial back-arc 
rifting basin which has formed behind the Ryukyu arc-trench system in the western Pacific 
Ocean. It has a large section more than 3,300 feet (1,000 meters) deep and a maximum depth of 
8,912 feet (2,716 meters).   The Test Case 1 study region encompassed both the Okinawa 
Trough and Ryukyu Islands of Japan, from 17-34° N and 118-134°E (see Figure 1-1).   

Observational data came from several sources.  During August through October of 2007 an 
extensive naval exercise was conducted to collect over 7000 subsurface in situ T & S profiles, 
along with 1400 subsurface T & S profiles of the same time period from the World 

http://en.wikipedia.org/wiki/East_China_Sea�
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Meteorological Organization Global Telecommunications System (WMO GTS) (Barron et al., 
2010).  Altimetry data came from GTS and the remotely sensed SST data came from ENVISAT 
(European Space Agency - ENVIronmental SATellite) satellites.  Glider data and aerial 
expendable bathythermograph (AXBT) observations were provided courtesy of 
NAVOCEANO.   

 
Figure 1-1: Okinawa Trough model domain with 3 km horizontal resolution. 
 

 
2.1.3 Model Setup 
 
Test Case 1 domain spanned from 17- 34°N and 118-134°E with a horizontal resolution of 3 
km.  The grid had 535 x 628 horizontal grid points.  Global NCOM provided the initial and 
boundary conditions.  Runs were hindcast 24 hours and forecast 48 hours.  Tidal and river 
forcing were turned on.  Tidal forcing fields were interpolated from the global OTIS (Oregon 
Tidal Inverse Software) database (Egbert and Erofeeva, 2002) and river forcing was obtained 
from the NCOM river database (Barron et al., 2007). The time period of the run was from 01 
August to 31 October 2007. There were 50 vertical layers in NCOM. The time step was 120 
seconds, adjusted down from the standard 180 seconds.  Relo NCOM was run with a 24-hour 
update cycle and used the ‘data-insertion’ option of NCODA, in which each update cycle 
includes a 24 hour hindcast, with analysis increments split up evenly and applied over a 24 hr 
time period.  
 
The Test Case 1 simulations incorporated two sources of modeled atmospheric forcing, 0.2° 
COAMPS and 0.5° NOGAPS.  COAMPS provided wind stress and NOGAPS contributed dew 
point depression, insolation, longwave, latent, and sensible surface heat fluxes, surface 
evaporation and precipitation rates, and atmospheric pressure. COAMPS and NOGAPS fields 
were interpolated from data files with a temporal resolution of three hours.   
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Quality controlled observational data such as T & S profiles and remotely sensed SST and sea 
surface height anomalies were assimilated into Relo NCOM over a 24 hour hindcast period 
ending at 00 UTC each day. In situ subsurface observations were supplemented with synthetic T 
& S profiles using remotely sensed SST and SSH via the Modular Ocean Data Assimilation 
System (MODAS) (Fox et al., 2002).  Both NCODA experiments were computed using the 
same 3 km spatial and 3-hour temporal resolutions.  NCOM produced 3-hourly forecasts out to 
48 hours for each experiment used in this evaluation. NCOM output files were every three hours 
for both hindcasts and forecasts.  
 
2.1.4 Results 
 
2.1.4.1 Relo NCOM Ocean Prediction Error  
 
To estimate the overall predictive capability of Relo NCOM, statistical error was computed for 
temperature and salinity in the NCODA analysis and the 24 and 48 hr Relo NCOM forecasts 
relative to profile observations.  To compute the analysis errors, the profile observations that 
fall within the 24 hour hindcast of each analysis were used. The NCODA hindcasts for the 
analyses were interpolated in space and time to the profile observations and used in the error 
statistics.  To compute the 24 hr forecast errors, all of the profile observations that were within 
the 0 and 24 hour NCOM forecast for each update cycle were compared with the interpolated 
forecast values.  Similarly, the 24-48 hour forecast fields were interpolated in space and time 
to the profile observations that fall within that time period.  Error statistics were computed 
relative to unassimilated glider data and assimilated AXBT observations.  In the following 
figures (Figures 1-2 through 1-13), the black lines represent the errors from NCODA-MVOI, 
the solid blue lines are the errors from NCODA-VAR with FGAT enabled, and the dashed 
blue lines are the errors from NCODA-VAR with FGAT disabled.  The top plot in each figure 
displays the mean bias error (observations – model) and the bottom plot shows the root mean 
square (RMS) of the differences used to create the upper plots.  The values in brackets are the 
vertical average of their respective error curves.  The maps on the right of each plot show a 
snapshot of a temperature or salinity solution with all of the profile observations used in the 
error statistics overlaid on it.   
 
Note: The NCODA-VAR with FGAT disabled experiment (dashed blue curve) was initialized 
using the previous version of NCODA-VAR (Version 3.41, svn revision 11).  This simulation 
was executed on the DSRC platform DAVINCI in collaboration with NRL Monterey. 
Difficulties with convergence on model day 12 of October 2007 led to upgrading to NCODA 
Version 3.43 (svn revision 21; current version under validation), and using this updated version 
through the remainder of the experiment to 31 October 2007.  Since that time, the experiment 
was redone entirely with the newer NCODA-VAR version (3.43) with FGAT enabled starting 
with the original initial conditions (no restart). Because it was demonstrated that the NCODA-
VAR version 3.43 works with FGAT disabled, the authors felt that this didn’t conflict with the 
engineering metric (Section 1.6.2) that states that an experiment must run to completion 
without a restart. Therefore, this particular NCODA-VAR with FGAT disabled experiment was 
not restarted from the beginning. 
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2.1.4.1.1 NAVOCEANO Glider Comparisons 
 
The following series of results came from Relo NCOM runs with no glider assimilation.  
Analysis and forecast solutions were compared to glider data and error statistics were 
generated.  The following graphs show errors of the NCODA analyses and Relo NCOM 
forecasts at 24 and 48 hr time intervals.  Temperature (Figure 1-2) and salinity (Figure 1-3) 
unassimilated glider data were compared to NCODA-MVOI and NCODA-VAR analysis 
predictions over the  01August to 31 October 2007 time frame.  The top plot shows the mean 
bias error, where the errors were calculated in terms of observations minus model results.  
Therefore, if the mean bias error of temperature was greater than zero, then the 
analysis/forecast had a cold bias.  The bottom plots show the root mean square (RMS) of these 
errors. 
 
Figure 1-2 illustrates that the NCODA temperature analysis had a slight cold bias in both 
NCODA experiments (especially in the upper 500m) and that the overall cold bias was slightly 
larger in the 3DVAR case.  However, in the upper thermocline (0-75 m) the bias of NCODA-
3DVAR was less.  In terms of RMS error, the 3DVAR performed significantly better than the 
MVOI version in terms of overall RMS error, 0.64°C vs. 0.76°C, respectively. Additionally, 
NCODA-VAR performed better with the FGAT option turned on, 0.64°C vs. 0.65°C. The 
salinity errors in Figure 1-3 were very similar between MVOI and 3DVAR.  The average RMS 
error was slightly less in the 3DVAR case than in the MVOI case, (0.062 PSU vs. 0.065 PSU). 
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Figure 1-2: Temperature mean bias error (top plot) and root mean square error (RMSE) 
(bottom) for the Relo NCOM Okinawa Trough NCODA analyses of August through 
October 2007.  Errors are relative to all unassimilated glider data.  NCODA-MVOI 
results are in black and NCODA-VAR results are in blue (the FGAT-off experiment is a 
dashed blue line).  The graphic at the right is an SST (°C) snapshot of the temperature 
solution overlaid with the unassimilated glider data in black.   
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Figure 1-3: Salinity mean bias (top plot) and RMSE (bottom) for the Relo NCOM 
Okinawa Trough NCODA analyses of August through October 2007.  Errors are relative 
to all unassimilated glider data.  NCODA-MVOI results are in black and NCODA-VAR 
is in blue (the FGAT-off experiment is a blue dashed line).  The graphic at the right is a 
snapshot of SSS (PSU).   
  
For each update cycle, Relo NCOM performed a 48 hour forecast.  The NCOM forecasts of 
temperature and salinity were compared to unassimilated glider data after both 24 and 48 hours 
of forecast.  Figures 1-4 and 1-5 show the error statistics for the 24 hr forecast of temperature 
and salinity, respectively, and the shape of these curves and the comparison between the two 
NCODA systems was about the same as the NCODA analysis error curves (Figures 1-2 and 1-
3). 
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Figure 1-4: Temperature mean bias (top plot) and RMSE (bottom) for the Relo NCOM 
Okinawa Trough 24 hr NCOM forecast of August through October 2007.  Errors are 
relative to all unassimilated glider data.  NCODA-MVOI results are in black and 
NCODA-VAR is in blue.  The graphic at the right is a snapshot of SST (°C) overlaid with 
the unassimilated glider data (in black).   
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Figure 1-5: Salinity mean bias (top plot) and RMSE (bottom) for the Relo NCOM 
Okinawa Trough 24 hr NCOM forecast of August through October 2007.  Errors are 
relative to all unassimilated glider data.  NCODA-MVOI results are in black and 
NCODA- 3DVAR results are in blue. The graphic at the right is a snapshot of SSS (PSU).   
  
Figures 1-6 and 1-7 are the same as figures 1-4 and 1-5, except that they show the errors for 
the 48 hr forecast of NCOM.  The error curves in these plots are very similar to the 24 hr 
forecast.  Surprisingly, the average RMS errors were similar in both the 24 hr and 48 hr 
forecasts of NCOM relative to the NCODA analysis, revealing that NCOM was doing an 
adequate job at maintaining the skill of NCODA.  
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Figure 1-6: Temperature mean bias (top plot) and RMSE (bottom) for the Relo NCOM 
Okinawa Trough 48 hr NCOM forecast of August through October 2007.  Errors are 
relative to all unassimilated glider data.  NCODA-MVOI results are in black and 
NCODA-VAR results are in blue.  The graphic at the right is a snapshot of SST (°C) 
overlaid with the unassimilated glider data (in black).   
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Figure 1-7: Salinity mean bias (top plot) and RMSE (bottom) for the Relo NCOM 
Okinawa Trough 48 hr NCOM forecast of August through October 2007.  Errors are 
relative to all unassimilated glider data.  NCODA-MVOI results are in black and 
NCODA-VAR results are in blue.  The graphic at the right is a SSS snapshot (PSU) with 
all of the unassimilated glider observations overlaid on the model domain during the 
simulation time period.   

 
2.1.4.1.2 Aerial XBT Comparisons 
 
Figures 1-8 to 1-13 are similar to Figures 1-2 through 1-7 except that the errors in these plots 
were compared to AXBT data that was assimilated into the NCODA analysis.  It is important 
to note that since AXBTs only measure temperature, the salinity observations that are used to 
calculate the salinity error statistics in this section were generated synthetically using MODAS.  
NCODA computed these synthetic salinity observations at the same locations and times as the 
temperature observations from the AXBTs; therefore, for consistency with the other data types 
in this report, the synthetic AXBT salinity observations were treated as real observations.  In 
the analysis error plots (Figures 1-8 and 1-9), the errors were computed relative to the AXBT 
data that it had just assimilated, whereas in figures 1-10 through 1-13, the AXBT data used to 
compute the forecast error plots had not been assimilated yet.  The plots on the right of these 
figures show the locations of all AXBT data used to compute the corresponding error statistics. 
The average and RMS errors were considerably smaller than the errors computed using the 
unassimilated data, as one might expect.  However, this trend also held true for the 24 and 48 
hr Relo NCOM forecasts when compared to AXBT data that had not yet been assimilated.  
This demonstrates skill maintenance of the NCODA analysis over the forecasts. Also, for all 
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error comparisons the NCODA-VAR performed moderately better than the NCODA-MVOI 
experiment. Also of particular note are the mean bias errors of the NCODA-VAR results that 
were drastically smaller than those of NCODA-MVOI when compared to the assimilated 
AXBT data.  This is the opposite result of what is expected from the output compared to the 
unassimilated glider data, revealing that NCODA-VAR was doing a better job at training the 
analysis towards the profile data than NCODA-MVOI.   
   
 

 
Figure 1-8: Temperature mean bias error (top) and RMSE (bottom) for the Relo NCOM 
Okinawa Trough NCODA analysis as compared to all assimilated AXBTs.  NCODA-
MVOI results are in black and NCODA-VAR is in blue. The graphic at right is an SST 
(°C) snapshot with all AXBT observations overlaid on the model domain.   
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Figure 1-9: Salinity mean bias error (top) and RMSE (bottom) for the Relo NCOM 
Okinawa Trough NCODA analysis as compared to all assimilated AXBTs.  NCODA-
MVOI results are in black and NCODA-VAR is in blue.  The graphic at right is a SSS 
(PSU) snapshot with all AXBT observations overlaid on the model domain.   
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Figure 1-10: Temperature mean bias error (top) and RMSE (bottom) for the Relo 
NCOM Okinawa Trough NCOM 24 hour forecast, as compared to all AXBT 
observations.  NCODA-MVOI results are in black and NCODA-VAR is in blue.  The 
graphic at right is a snapshot of SST (°C) with the AXBT sampling area shown in black.   
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Figure 1-11: Salinity mean bias error (top) and RMSE (bottom) for the Relo NCOM 
Okinawa Trough NCOM 24 hour forecast as compared to all AXBT observations. 
NCODA-MVOI results are in black and NCODA-VAR is in blue. The graphic at right is 
a snapshot of SSS (PSU) with the AXBT sampling area.   
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Figure 1-12: Temperature mean bias error (top) and RMSE (bottom) for the Relo 
NCOM Okinawa Trough NCOM 48 hour forecast as compared to all AXBT data.  
NCODA-MVOI results are in black and NCODA-VAR is in blue.  The graphic at right is 
SST (°C) with the AXBT sampling area overlaid on the model domain. 
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Figure 1-13: Salinity mean bias (top) and RMS error (bottom) for the Relo NCOM 
Okinawa Trough NCOM 48 hour forecast as compared to all AXBT data.  NCODA-
MVOI results are in black and NCODA-VAR is in blue.  The graphic at right is SSS 
(PSU) with AXBT observations overlaid on the model domain.   
 
2.1.4.2 Surface Duct Prediction 
 
2.1.4.2.1 Sonic Layer Depth Studies 
 
Sonic Layer Depth (SLD) was computed from the NCODA and NCOM results and compared 
with SLD calculated from all profile observations containing both temperature and salinity data 
through the use of NRL’s ProfParam software (Helber et al, 2008).  The ProfParam software 
includes programs to compute ocean acoustic and other upper ocean parameters.  This software, 
held in the NRL subversion repository located at 
https://www7320.nrlssc.navy.mil/svn/repos/ProfParam, was used to calculate SLD for all of the 
NAVO restricted profile data (gliders and AXBT), and the NCODA analyses and NCOM 
forecasts interpolated to the observation locations and times.  It should be noted that acoustic 
parameters such as SLD require the computation of sound speed from temperature and salinity.  
Therefore, for the temperature-only AXBT data, NCODA provided matching salinity estimates 
using MODAS synthetics.   Table 1-1 displays the statistics comparing the SLDs between the 
data and Relo NCOM, where N is the total number of observations used in the comparison.  The 
mean and RMS difference between the SLDs calculated from the prediction system and data 
(Model SLD – Data SLD) reveal that NCODA-VAR showed improved skill over NCODA-
MVOI in predicting SLD, both in terms of NCODA analysis and NCOM forecasting.  The 

https://www7320.nrlssc.navy.mil/svn/repos/ProfParam�
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correlation coefficient (R) between the SLD estimated from Relo NCOM and all profile 
observations was R(3DVAR) = 0.58 and R(MVOI) = 0.53 (Table 1-1).   
 

Table 1-1: Sonic Layer Depth (SLD) prediction errors of the Okinawa Trough NCODA 
analysis and the NCOM 24 and 48 hr forecasts.  Errors are relative to the SLD computed 
from all NAVO restricted profile observations. The experiments with the best correlation 
are highlighted in yellow. 

 N RMS Diff (m) R (Correl. 
Coeff.) Mean Diff (m) 

NCODA Analysis 
NCODA-MVOI 4983 17.97 0.53 -13.91 
NCODA-VAR 

(FGAT Off) 4983 16.89 0.60 -9.99 

NCODA-VAR 
(FGAT On) 4983 17.33 0.58 -8.64 

NCOM 24 hr Forecast 
NCODA-MVOI 4983 17.82 0.53 -13.25 
NCODA-VAR 

(FGAT Off) 4983 16.91 0.60 -10.21 

NCODA-VAR 
(FGAT On) 4983 17.17 0.58 -9.33 

NCOM 48 hr Forecast 
NCODA-MVOI 4983 18.03 0.52 -12.57 
NCODA-VAR 

(FGAT Off) 4983 17.36 0.57 -10.09 

NCODA-VAR 
(FGAT On) 4983 17.46 0.56 -9.44 

 
Tables 1-2 and 1-3 duplicate Table 1-1, except that the observations used for the error statistics 
were split into the unassimilated glider data (Table 1-2) and assimilated AXBT observations 
(Table 1-3), respectively.  Similar to the results in Table 1-1, the 3DVAR outperformed the 
MVOI and, as expected, the SLDs of NCODA and Relo NCOM compared more favourably 
with the SLDs from assimilated rather than unassimilated data. It is common to see a degrading 
of model prediction skill with forecast lead time. However, it is interesting that the comparisons 
with unassimilated glider data showed the statistics were improved with forecast lead time. 
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Table 1-2: SLD prediction errors of the Okinawa Trough NCODA analysis and the 
NCOM 24 and 48 hr forecasts.  Errors are relative to the SLD computed from just the 
unassimilated glider observations.  The experiments with the best correlation are 
highlighted in yellow. 

 N RMS Diff (m) R (Correl. 
Coeff.) Mean Diff (m) 

NCODA Analysis 
NCODA-MVOI 2887 20.04 0.35 -15.76 
NCODA-VAR 

(FGAT Off) 2887 18.83 0.47 -10.43 

NCODA-VAR 
(FGAT On) 2887 19.32 0.44 -8.78 

NCOM 24 hr Forecast 
NCODA-MVOI 2887 18.91 0.45 -12.80 
NCODA-VAR 

(FGAT Off) 2887 17.66 0.55 -9.50 

NCODA-VAR 
(FGAT On) 2887 18.26 0.51 -8.17 

NCOM 48 hr Forecast 
NCODA-MVOI 2887 18.35 0.50 -11.30 
NCODA-VAR 

(FGAT Off) 2887 17.14 0.58 -8.93 

NCODA-VAR 
(FGAT On) 2887 17.45 0.56 -7.95 

 
 
 
 

Table 1-3: SLD prediction errors of the Okinawa Trough NCODA analysis and the 
NCOM 24 and 48 hr forecasts.  Errors are relative to the SLD computed from just the 
assimilated AXBT observations.  The experiments with the best correlation are 
highlighted in yellow. 

 N RMS Diff (m) R (Correl. 
Coeff.) Mean Diff (m) 

NCODA Analysis 
NCODA-MVOI 693 12.85 0.70 -11.72 
NCODA-VAR 

(FGAT Off) 693 12.79 0.70 -8.87 

NCODA-VAR 
(FGAT On) 693 12.85 0.70 -8.57 

NCOM 24 hr Forecast 
NCODA-MVOI 693 14.27 0.61 -14.76 
NCODA-VAR 

(FGAT Off) 693 14.69 0.59 -10.80 

NCODA-VAR 
(FGAT On) 693 13.34 0.67 -10.51 
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 N RMS Diff (m) R (Correl. 
Coeff.) Mean Diff (m) 

NCOM 48 hr Forecast 
NCODA-MVOI 693 15.74 0.50 -14.75 
NCODA-VAR 

(FGAT Off) 693 16.60 0.45 -9.96 

NCODA-VAR 
(FGAT On) 693 16.24 0.47 -10.47 

 
2.1.4.2.2 Predictions of Surface Layer Trapping of Acoustic Frequencies 
 
In order to illustrate the relative accuracy of the forecasts, “stoplight maps” were generated 
(Helber et al., 2010). The name comes from the red, yellow, and green colors used to represent 
accuracy. Green signifies true-positive predictions of acoustic trapping. If, for a given frequency 
and point in the domain, the data predict trapping and the prediction system also predicts 
trapping, then it is green. Red is used for false-positives where the observations show no-
trapping but the model exhibits surface layer trapping. Yellow is used for false-negatives where 
the data show trapping but the model prediction has no trapping. Black is for frequencies and 
locations where both the data and experiment reveal no trapping (true-negative).  
 
The surface layer trapping figures below (Figures 1-14 through 1-17) and throughout the 
validation test report encompass the entire time period of the experiment and include all of the 
profile data that were assimilated (unless otherwise noted).  The y-axis is the percentage of all 
profile data. Therefore, for each frequency, the percent of occurrence for each of the four curves 
adds up to a 100%. 
 
Figures 1-14 through 1-17 show the stoplight maps for Relo NCOM run with NCODA-MVOI 
(left) and NCODA-VAR (right).  Figures 1-14 and 1-15 show the results of the NCODA 
analysis compared to all profile data and just the glider data, respectively.  Figures 1-16 and 1-
17 are similar to figures 1-14 and 1-15 except they show the 48 hour NCOM forecast.  The 
results of the 24 hour NCOM forecast are not shown because their results were similar to the 48 
hr forecast.  An overall indicator of a good prediction is where the green and black curves 
occurred more frequently as compared to the red and yellow curves.  In all four figures it can be 
seen that the NCODA-VAR performed better than the NCODA-MVOI, because the green curve 
in the NCODA-VAR figure reached a higher percentage at a lower frequency, and the yellow 
curve had a lower percentage compared to the NCODA-MVOI results. 
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Figure 1-14: Predictability of surface layer trapping at various acoustic frequencies (Hz) 
using the Okinawa Trough NCODA-MVOI (left) and NCODA-VAR (FGAT on; right) 
analysis relative to all profile observations.   
 

 
Figure 1-15: Predictability of surface layer trapping at various acoustic frequencies (Hz) 
using the Okinawa Trough NCODA-MVOI (left) and NCODA-VAR (FGAT on; right) 
analysis relative to the unassimilated glider observations.   
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Figure 1-16: Predictability of surface layer trapping at various acoustic frequencies (Hz) 
using the Okinawa Trough NCOM 48 hr forecast with NCODA-MVOI (left) and 
NCODA-VAR (FGAT on; right) relative to all profile observations.   
 

 
Figure 1-17: Predictability of surface layer trapping at various acoustic frequencies (Hz) 
using the Okinawa Trough NCOM 48 hr forecast with NCODA-MVOI (left) and 
NCODA-VAR (FGAT on; right) relative to the unassimilated glider observations.   
 
2.1.4.2.3 Sonic Layer Depth Distribution 
 
The following 2D histogram plots (Figures 1-18 and 1-19) show all of the combinations of 
model-computed (y-axis) and observation-derived (x-axis) SLDs on a 5 m resolution grid.  
Each grid cell color shows the number of observations that satisfy the combination of model- 
and observation-calculated SLDs.  Note that the color bar is in log scale, and there are no 
observation counts below a SLD of 10 m (for both data and model). This is because the 
ProfParam software used to calculate SLDs does not allow for a SLD below 10 m.  Therefore, 
the more that observation counts are concentrated near the diagonal black line, the better the 
model is doing at predicting SLD.  Plots are shown for both the MVOI (left) and 3DVAR 
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(right) systems for an NCODA analysis (top row), a 24 hour forecast (middle row) and a 48 hr 
NCOM forecast (bottom row) for glider data (Figure 1-18) and for AXBT data (Figure 1-19).  
 
Figures 1-18 and 1-19 show that both the NCODA-MVOI and NCODA-VAR analyses and 
forecasts generally had a shallow bias for SLD, since the majority of the observation counts 
fell below the black line in the figures.  By comparing figures 1-18 and 1-19, it can be seen 
that there was a much better correlation between the model predicted and the assimilated 
observation predicted SLDs (Figure 1-19).  Also, it is apparent that the NCODA-VAR 
experiments had higher observation counts near the diagonal line than the NCODA-MVOI 
experiment (especially in the analysis and the 24 hr forecast). Therefore, a better correlation is 
demonstrated.  Finally, the loss of SLD prediction skill was observed between the analysis and 
24 hr forecast and again between the 24 hr and 48 hr forecasts, particularly when compared 
with the assimilated AXBT data (Figure 1-19). 
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Figure 1-18: Relo NCOM Okinawa Trough SLD (m) histograms of the NCODA analysis 
(top row, left: NCODA-MVOI, right: NCODA-VAR w/ FGAT on), the 24 hr forecast 
(middle row, same order) and the 48 hr NCOM forecast (bottom row, same order) 
relative to unassimilated glider observations.  The diagonal black line shows the optimal 
regression for comparison. 
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Figure 1-19: Relo NCOM Okinawa Trough SLD (m) histograms of the NCODA analysis 
(top row, left: NCODA-MVOI, right: NCODA-VAR w/ FGAT on), the 24 hr forecast 
(middle row, same order) and the 48 hr NCOM forecast (bottom row, same order) 
relative to AXBT observations.  The diagonal black line shows the optimal regression for 
comparison. 
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2.1.4.3 Surface Current Validation Statistics 
 
The forecast of surface currents from Relo NCOM were evaluated by using surface velocity 
fields from the cycling prediction systems to advect simulated drifters.  For validation, a set of 
World Ocean Circulation Experiment (WOCE) drifter trajectories (1035 observations) was used 
to compute the average distance between actual drifter locations and the 24 hr and 48 hr NCOM 
forecast predicted values during the model time frame.  It is a controlled data set that has been 
hand-edited for quality control and sampling bias. The simulated drifters were inserted into the 
model velocity field at the start times and locations of the observed drifter trajectories.  At the 
end of the 24 or 48 hour forecast, the difference in the final location between the simulated and 
actual drifters was used to compute an average error.   
 
Table 1-4 shows the validation statistics for both 24 hr and 48 hr Relo NCOM runs with drifter 
observations.  The errors of the simulated drifters’ predicted locations from the 24 hr forecast 
were quite similar between using NCODA-VAR (16.63 km) and NCODA-MVOI (16.66 km).  
For the 48 hr forecast, NCODA-VAR (41.16 km) performed slightly better than NCODA-
MVOI (43.57 km). These errors were similar to other studies that used this type of validation 
statistic (Barron et. al., 2007).   
 

Table 1-4: Surface current validation statistics for the Relo NCOM Okinawa Trough 24 
hr and 48 hr forecasts as compared to WOCE drifter observations.  N=number of drifter 
observations.  

Relo NCOM 24 hr Forecast N Mean (km) Std Dev. 
NCODA-MVOI 1035 16.66 11.78 
 NCODA-VAR  1035 16.63 12.76 

Relo NCOM 48 hr Forecast N Mean (km) Std Dev. 
NCODA-MVOI 1360 43.57 32.03 
 NCODA-VAR  1360 41.16 34.73 

 
2.2 Test Case 2: Marine Rapid Environmental Assessment (MREA) 2010, Ligurian Sea 
 
2.2.1 Purpose 
 
The Marine Rapid Environmental Assessment (MREA) experiment was a NATO Undersea 
Research Centre (NURC) exercise conducted in the Ligurian Sea (North-Western 
Mediterranean Sea) from August through September 2010. The objective of the MREA 
experiment was to test the rapid deployment of Relo NCOM and its ability to use multiple nests 
to increase the short-range (few days) predictability.  This test case utilized a double nested 
system within Relo NCOM (Figure 2-1), where the coarser outer nest provided initial and 
boundary conditions for the higher-resolution inner nest.  Both grid configurations were used 
with NCODA-MVOI and NCODA-VAR.  However, validation statistics were computed only 
for the results from the higher resolution inner nest. 
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2.2.2 Test Area and Observations  
 
The Ligurian Sea in the northwestern Mediterranean comprises a relatively shallow region 
(500m or less) northeast of the island of Corsica and deeper water (over 2000m) to the 
northwest.  It is characterized by a permanent cyclonic circulation involving both the surface 
and intermediate waters. The summer climatology of SST shows the dominant influence of 
wind stress on SST distribution. The deep Ligurian Sea and east of the Strait of Bonifacio are 
characterized by somewhat cooler SSTs, because winds there are strong.  

Observational data collected from the MREA experiment consisted of temperature and salinity 
observations from CTDs and Lagrangian surface drifters (Fabbroni et al, 2010).  Subsurface 
data for 20 August through 02 September were used in the simulation. The MREA 
observational delayed-mode (quality-controlled post exercise) data were assimilated during the 
RELO simulation and used in model validation.  Bathymetry was from the Digital Bathymetric 
Database, resolution 2 km (DBDB2).  Figure 2-1 shows the inner and outer nests of the model 
domain within the Ligurian Sea.  

 

 
Figure 2-1: Test Case 2 Ligurian Sea model domain with bathymetric contours shown 
(m).  The top graphic shows the 4 km resolution outer grid and the bottom figure is the 2 
km inner nest. 

 
2.2.3 Model Setup 
 
The Test Case 2 simulation was a double nested configuration. The outer nest had a horizontal 
resolution of 4 km and a domain of 40.5-44.5°N and 0.5-14.85°E with 295 x 112 grid points.  
The inner nest had a 2 km horizontal resolution with a 154 x 118 grid spanning 42.5-44.46°N 
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and 7.75-11.25°E.  Initial and boundary conditions for the outer nest came from global NCOM, 
including a 24 hr cycling with both NCODA-MVOI and NCODA-VAR. The inner nest initial 
and boundary conditions were derived from the outer nest and also included a 24 hour analysis 
cycling with NCODA-MVOI and NCODA-VAR.  Therefore, the NCODA-MVOI outer nest 
provided the conditions for the NCODA-MVOI inner nest. Similarly the NCODA-VAR outer 
nest provided the conditions for the NCODA-VAR inner nest.   Simulations were hindcast 24 
hours (not shown) and forecast 48 hours. Tidal and river forcing were activated for the inner 
nest.  The run time was five months long, which included a three-month spin-up from 01 May 
through 31 July 2010.  Only the last two months, 01 August through 30 September, were 
analyzed.  The time step was 180 seconds. NCOM output hindcast and forecast files had a 3 hr 
resolution.  NCODA analysis output files had a 24 hr resolution.  The FGAT option was 
enabled for both NCODA-MVOI and NCODA-VAR.  NCOM had 50 vertical levels. 
Atmospheric forcing came from COAMPS.   
 
2.2.4 Results 
 
2.2.4.1 Relo NCOM Ocean Prediction Error  
 
Average and RMS error were computed for temperature and salinity in the NCODA analysis 
and the 48 hr Relo NCOM forecast relative to all glider data, which was assimilated.  The 
following figures (Figures 2-2 through 2-5) are only for the inner nest of this test case, where 
the black lines represent the errors from NCODA-MVOI and the blue lines are the errors from 
NCODA-VAR.  The values in brackets are the vertical average of their respective error curves.  
The map on the right shows a snapshot of a temperature/salinity solution with the entire glider 
dataset that was used in the error statistics.  
   
2.2.4.1.1 Glider Comparisons 
 
In these experiments, unlike in Test Case 1, NCODA was run with glider assimilation. Figures 
2-2 and 2-3 show the temperature and salinity error of the NCODA analysis, respectively.  
Overall, the NCODA-VAR had a smaller temperature bias (primarily near the surface), but 
NCODA-MVOI had a slightly smaller temperature RMS error.  The error statistics for salinity 
were virtually the same.   
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Figure 2-2: Temperature mean bias (top plot) and RMSE (bottom) for the Ligurian Sea 
NCODA analysis of August through September 2010.  Errors are relative to glider 
observations. NCODA-MVOI results are in black and NCODA-VAR is in blue. The 
graphic at the right is an SST picture overlaid with all glider observations.  
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Figure 2-3: Salinity mean bias (top plot) and RMS error (bottom) for the Ligurian Sea 
NCODA analysis of August through September 2010.  Errors are relative to glider 
observations.  NCODA-MVOI results are in black and NCODA-VAR is in blue.  The 
graphic at the right is SSS (PSU) with an overlay of the glider observations in black.   
 
A 48 hr simulation was also performed and compared to the assimilated glider data.  Figures 2-
4 and 2-5 illustrate the average forecast error and RMSE for temperature and salinity, 
respectively. Unlike Test Case 1, which demonstrated good prediction skill throughout the 48 
hr forecast, here the temperature RMSE increased significantly during this time period (from 
an RMSE of 0.32°C to 0.51°C).  The Ligurian Sea domain is smaller and shallower than the 
Okinawa Trough, so there may be more coastal zone dynamics influencing the system that 
cannot be resolved by NCOM.  The 48 hr forecast prediction error for salinity (Figure 2-5), 
however, was very similar to the analysis error. 
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Figure 2-4: Temperature mean bias (top plot) and RMSE (bottom) for the Ligurian Sea 
48 hr NCOM forecast of August through September 2010.  Errors are relative to glider 
observations.  NCODA-MVOI results are in black and NCODA-VAR results are in blue. 
The graphic at the right is SST (°C) during a time step in the simulation with glider 
observations overlaid.   
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Figure 2-5: Salinity mean bias (top plot) and RMSE (bottom) for the Ligurian Sea 48 hr 
NCOM forecast of August through September 2010.  Errors are relative to glider 
observations.  NCODA-MVOI results are in black and NCODA-VAR results are in blue. 
The graphic at the right is a snapshot of SSS (PSU) during the simulation with glider 
observations overlaid.  
 
2.2.4.2 Surface Duct Prediction 
 
2.2.4.2.1 Sonic Layer Depth Studies 
 
Table 2-1 shows the SLD prediction errors for both experiments (NCODA-MVOI and 
NCODA-VAR), and for both the NCODA analysis and NCOM 48 hr forecast.  Based on the 
correlation coefficients, neither of the experiments performed as well as in Test Case 1, due in 
part to the Ligurian Sea’s small coastal domain.  In this test case, the majority of SLDs 
calculated from the Relo NCOM results were <=10m, which does not agree with some of the 
observations.  These shallow SLD predictions were a result of the NCODA system predicting a 
shallower thermocline than what some of the profile observations measured (this error can be 
inferred from the lower left plots of figures 2-2 and 2-4).  Regardless, the NCODA-VAR 
analysis performed better than the NCODA-MVOI (R = 0.39 and R= 0.30, respectively).  In the 
ensuing forecasts, however, the NCODA-MVOI performed better (0.33 vs. 0.25). See Section 
2.1.4.2.1 for a description of how these error statistics were computed. 
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Table 2-1: SLD prediction errors of the Ligurian Sea NCODA analysis and the NCOM 
24 and 48 hour forecasts.  Errors are relative to the SLD computed from the glider 
observations.  The experiments with the best correlation are highlighted in yellow.  

 N RMS Diff (m) R (Correl. 
Coeff.) Mean Diff (m) 

NCODA Analysis 
NCODA-MVOI 1834 2.40 0.30 -0.37 
NCODA-VAR 

(FGAT On) 1834 2.32 0.39 -0.43 

NCOM 24 hr Forecast 
NCODA-MVOI 1834 2.48 0.30 -0.21 
NCODA-VAR 

(FGAT On) 1834 2.44 0.25 -0.41 

NCOM 48 hr Forecast 
NCODA-MVOI 1834 2.37 0.33 -0.34 
NCODA-VAR 

(FGAT On) 1834 2.44 0.25 -0.55 

 
2.2.4.2.2 Predictions of Surface Layer Trapping of Acoustic Frequencies 
 
Figure 2-6 shows the ‘stoplight’ plots for the NCODA analysis with NCODA-MVOI (left) and 
NCODA-VAR (right) relative to all profile data (See section 2.1.4.2.2 for a description of 
‘stoplight’ plots).  Figure 2-7 is the same as figure 2-6 except that it is for the 48 hour NCOM 
forecast.  There were not any significant differences between the four plots in the two figures.  
Of interest though, was that both the NCODA analysis and the NCOM forecast predicted 
virtually no surface trapping at any frequency (both the green and red curves are virtually 
zero).   
 

 
Figure 2-6: Ligurian Sea NCODA analysis prediction of sea surface acoustic trapping at 
various frequencies (Hz) using NCODA-MVOI (left) and NCODA-VAR (FGAT on; 
right) relative to all observations.   
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Figure 2-7: Ligurian Sea NCOM 48 hr forecast prediction of sea surface acoustic 
trapping at various frequencies (Hz) using NCODA-MVOI (left) and NCODA-VAR 
(FGAT on; right) compared to all observations.   
 
2.2.4.2.3 Sonic Layer Depth Distribution 
 
Figure 2-8 shows the 2D histograms of observation counts compared with model and data 
SLDs for both NCODA-MVOI (left) and NCODA-VAR (right); and with both the NCODA 
analysis (top) and the 48 hr NCOM forecast (bottom). From these results, it is clear that the 
majority of SLDs calculated from both Relo NCOM and the data were between 10 and 15 m.  
However, it is also apparent that the NCODA-MVOI performed better in predicting the deeper 
SLDs. 
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Figure 2-8: Ligurian Sea sonic layer depth (m) histograms of the NCODA analysis (top 
row, left: NCODA-MVOI, right: NCODA-VAR) and the 48 hr NCOM forecast (bottom 
row, same order) relative to all NAVO restricted profile observations.   

 
2.3 Test Case 3: Relo NCOM Autonomous Ocean Sampling Network (AOSN II)  
 
2.3.1 Purpose 
 
The Autonomous Ocean Sampling Network (AOSN II) project combined innovative robotic 
vehicles with advanced ocean models to improve observational capabilities and ocean 
dynamics predictions (http://www.mbari.org/aosn/).  The operational system included near 
real-time data collection by adaptive platforms and sensors that then assimilated that 
information into numerical models to create four-dimensional fields and predictions of future 
conditions.   
 
The wealth of data available from AOSN II made it an ideal area in which to validate the 
NCODA prediction system.  Additionally, profile data were collected from two different types 
of gliders. During the simulation time period, the upwelling and relaxation were driven by a 

http://www.mbari.org/aosn/�
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series of alternating, prevailing, weak, southerly (4-5 August and 20-21 August) and stronger 
northwesterly (6-19 and 23-31 August) winds. 
 
2.3.2 Test Area and Observations 
 
Monterey Bay is one of the largest bays on the U.S. west coast. The regional circulation is 
described in two distinct hydrographic states: an upwelling state (1-3 weeks) and a relaxed state 
(3-6 days). The two states are driven by prevailing wind patterns and scales. When the winds 
are calm, upwelling decreases, and the offshore eddy-like circulation flows into the Bay and 
mingles with the water parcels over the shelf (Rosenfeld et al. 1994).  Monterey Bay circulation 
is closely related to the California Current (CC) System, a broad, weak, equatorward-flowing 
current.  The CC dominates flow offshore. Closer to shore, the Inshore Countercurrent (IC) and 
the California Undercurrent (CU), each within about 100 km of the coast, serve as two narrow 
poleward-flowing boundary currents. The IC is a weak current that appears in fall and winter to 
carry shallow, upper layer water. The CU is a narrow, somewhat weak subsurface flow that 
transports warm, saline, equatorial water. The CU has a mean speed of about 15 cm/s and is 
strongest around 100-300 m depth (Pierce et al. 2000).  
 
Researchers gathered at Monterey Bay Aquarium Research Institute (MBARI) for a month-long 
experiment to study upwelling features in the Monterey Bay during the summer of 2003.  
Observations were taken using 12 Slocum gliders (CTD, optical properties) and five Spray 
gliders (CTD), as well as satellites, drifters, moorings, radars, ship deployed CTDs, and towfish.  
The glider observations were essential components in AOSN.  The NCODA assimilated the 
Monterey Bay glider data into the NCOM model. Glider data assimilation improved the surface 
temperature at both the mooring locations for the Relo NCOM hindcasts and nowcasts and for 
short-range (1–1.5 days) forecasts.  The comparisons with gliders were broken into two 
categories: 1) Slocum-only and 2) Spray-only. Figure 3-1 shows the 2 km model grid for the 
Monterey Bay simulation.   
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Figure 3-1: Model domain for Test Case 3, the Autonomous Ocean Sampling Network II 
(AOSN II) 2003 experiment in Monterey Bay, CA.   The model horizontal resolution is 2 
km. Water depth is in meters. 
 
2.3.3 Model Setup 

The Monterey Bay model domain was -123.2 to -121.385°W and 35.6 to 37.49°N with a 
horizontal resolution of ~2 km. The grid was 82 x 106 grid points and the time step was 180 
seconds.  Initial and boundary conditions came from global NCOM. Simulations were hindcast 
24 hours and forecast 48 hours. Tidal and river forcing were turned on. The model ran from 01 
July to 01 October 2003 with no spin-up. Subsurface observations from AOSN II were 
incorporated from 21 July through 02 September.  This experiment was run with FGAT 
enabled for both the NCODA-MVOI and NCODA-VAR. There was a 3 hr resolution in 
NCOM output files (hindcasts and forecasts) and a 24 hour resolution in analysis output files 
(24 hr NCODA analysis updates). 

All atmospheric forcing parameters came from either NOGAPS or COAMPS. The east-west 
and north-south vector components of the 10-meter winds were supplied at a 1.0° spatial 
resolution. For the 00Z and 12Z model runs, two daily wind files, with data from 0 to 120 hours, 
were obtained every 3 hours (tau=3). Tau=0 wind came from the COAMPS analysis and winds 
at tau=3, 6, 9, ..., 120 were forecast. Surface values of dew point depression, net shortwave 
radiation, net longwave radiation, air temperature, and barometric pressure were obtained from 
winds, there were two daily files at 00Z and 12Z containing these parameters out to 120 hours at 
tau = 3. Values at tau=0 are from the NOGAPS analysis and tau=3, 6, 9, ..., 120 fields were 
forecast.  
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2.3.4 Results 
 
The following results are just for the prediction temperature and salinity.  Sonic layer depth 
validation could not be completed due to the warm surface and upwelling conditions in the 
region during the simulation time frame, resulting in shallow SLDs of less than 10 m.  Surface 
current comparisons also could not be conducted due to insufficient drifter data available in this 
region.   
 
 2.3.4.1 Relo NCOM Ocean Prediction Error  
 
The NCODA analysis and 48 hr NCOM forecast were compared to Slocum glider data 
(Figures 3-2 and 3-3) and Spray glider data (all of which were assimilated) (Figures 3-4 and 3-
5). Overall, the RMS errors were equal between the two versions of NCODA.  The figures 
show the NCODA-MVOI (left graphic of each pair) and NCODA-VAR (right) results of 
temperature mean bias and RMSE for the July – September 2003 time frame.  
 
2.3.4.1.1 AOSN II Slocum Glider Comparisons  
 
Figures 3-2 and 3-3 show the mean bias and RMS error statistics for the NCODA analysis, and 
figures 3-4 and 3-5 show the statistics for the NCOM 48 hr forecast relative to Slocum glider 
data.  The average and RMS errors were comparable between the two versions of NCODA.  
However, the temperature bias of the analysis in figure 3-2 reveals that the analysis had a 
relatively cold bias relative to the data (especially at the surface), and that the NCODA-VAR 
was slightly more biased than the NCODA-MVOI.  The RMS errors of the temperature 
analysis were about the same between the two versions of NCODA, almost 1°, which is quite 
large.  Similarly, the RMS errors for the salinity analysis were very large, almost 0.9 PSU, for 
both of the two NCODA systems (Figure 3-3).  There were two main reasons why these errors 
were so large: the Slocum gliders were located in shallow coastal water where the dynamics 
were relatively strong during this time period (See Section 2.3.1), and the grid resolution was 
relatively coarse to handle the small-scale dynamics in this region and in the Slocum data. 
   
After the 48 hour NCOM forecast (Figure 3-4), the temperature bias, as compared to the 
Slocum data, had increased significantly, whereas the RMS errors only slightly increased.  
Similarly, the bias and RMS errors of salinity (Figure 3-5) also increased to some extent and 
were about the same for the two NCODA systems. 
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Figure 3-2: Temperature errors of the NCODA analysis compared to Slocum gliders for 
the period of July-September 2003.  The top plot shows average error and the bottom 
plot depicts RMS error.  The number in brackets is the average of the profile of errors.  
The graphic shows a domain snapshot of SST during the simulation with an overlay of 
Slocum glider observations.   
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Figure 3-3: Salinity errors of the NCODA analysis relative to Slocum gliders for the 
period of July-September 2003.  The top plot shows average error and the bottom plot 
depicts RMS error.  The number in brackets is the average of the profile of errors.  The 
graphic shows a snapshot of SSS during the simulation with an overlay of Slocum glider 
observations.  
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Figure 3-4: Temperature errors of the NCOM 48 hr forecast compared to Slocum gliders 
for the period of July-September 2003.  The top plot shows average error and the bottom 
plot depicts RMSE.  The graphic shows a snapshot of SST during the simulation with an 
overlay of the Slocum glider observations.   
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Figure 3-5: Salinity errors of the NCOM 48 hr forecast relative to Slocum gliders for the 
period of July-September 2003. The plots show average error (top) and RMSE (bottom), 
with a graphic of SSS during the model time frame.   

 
2.3.4.1.2 AOSN II Spray Glider Comparisons  
 
Figures 3-6 and 3-7 show the error and RMS error statistics for the NCODA analysis 
compared to the Spray glider data. Figures 3-8 and 3-9 provide plots of prediction error for the 
NCOM 48 hr forecast.  Overall, the average and RMS errors were roughly equivalent in the 
two versions of NCODA.  Unlike the Slocum observations, the majority of the Spray 
observations were off shore, away from the high resolution, noisy dynamics that were close to 
the coast.  Because of this, the overall errors relative to the Spray gliders were significantly 
fewer in comparison to the Slocum data.  The mean bias error of temperature in both the 
NCODA analysis and the NCOM 48 hr forecast was significantly less in NCODA-VAR 
experiment.  The RMS errors of temperature were about the same  in the two systems, and they 
increased substantially between the analysis and the 48 hr forecast.  However, the overall RMS 
temperature error of the NCOM 48 hr forecast relative to the Spray data (Figure 3-8) was less 
than half of the overall RMS temperature error of the NCODA analysis relative to the Slocum 
data (Figure 3-6).  The salinity errors were fairly comparable between the two NCODA 
systems, and they increased slightly between the NCODA analysis and the NCOM 48 hr 
forecast (Figures 3-7 and 3-9). 
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Figure 3-6: Temperature errors of the NCODA analysis compared to Spray gliders for 
the period of July-September 2003.  The top plot shows average error and the bottom 
plot depicts RMS error.  The graphic shows a snapshot of SST during the simulation 
with an overlay of Spray glider observations.   
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Figure 3-7: Salinity errors of the NCODA analysis relative to Spray gliders for the period 
of July-September 2003.  The plots show average (top) and RMS error (bottom) with a 
graphic of SSS during the model time frame at right.   
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Figure 3-8: Temperature errors of the NCOM 48 hr forecast relative to Spray gliders for 
the period of July-September 2003.  The top plot shows average error and the bottom 
plot depicts RMS error.  The graphic shows a snapshot of SST during the simulation 
with an overlay of Spray glider observations.   
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Figure 3-9: Salinity errors of the NCOM 48 hr forecast relative to Spray gliders for the 
period of July-September 2003.  The plots show average error (top) and RMS error 
(bottom), with a graphic of SSS during the simulation with an overlay of Spray glider 
observations (right).   

 

2.4 Test Case 4: Relo NCOM Pacific Rim (RIMPAC) Hawaii 2008  
 
2.4.1 Purpose 
 
The RIMPAC domain was a favorable test bed for NCODA validation, not only for the high 
quality datasets collected during the Navy exercise, but for the area’s diverse hydrodynamic 
environment. The Pacific Rim is renowned for generating powerful internal tidal energy.  This 
region was chosen mainly due to it being familiar to current Relo NCOM users.  
 
2.4.2 Test Area and Observations 
 
RIMPAC (Rim of the Pacific) is a biennial, multi-national exercise sponsored by the U.S. 
Pacific Fleet.  The 2008 training event involved ten participating countries and took place in 
the Hawaiian naval operating area from June 29 to July 31, 2008.  Four NAVOCEANO 
Seagliders, two shallow-water Slocums and two Rutgers University Slocums were deployed 
during the exercise.  Each glider was equipped with a CTD and various optical sensors.  
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Subsurface observations from RIMPAC for July through September were used in the 
simulation. Figure 4-1 shows the 3 km resolution model domain for the RIMPAC area.  
 

 
Figure 4-1: Test Case 4 RIMPAC model domain of the Pacific Rim of Hawaii at 3 km 
resolution.  Water depth is in meters.   
 
2.4.3 Model Setup 

The Hawaii model domain was -162 to -154°W and 18 to 24°N with a horizontal resolution of 
~3 km.  The grid was 277 x 223 and the time step was 180 seconds. Initial and boundary 
conditions were derived from global NCOM and atmospheric forcing came from 0.5° 
NOGAPS. Simulations were hindcast 24 hours and forecast 48 hours. Tidal and river forcing 
were turned on. The model ran from 01 May to 01 October 2008 with no spin-up. The NCOM 
output data files every three hours and NCODA output data every 24 hours. This experiment 
was run with FGAT enabled for both the NCODA-MVOI and NCODA-VAR. 

Atmospheric forcing parameters came from NOGAPS and COAMPS. The east-west and north-
south vector components of the 10-meter winds were supplied at a 0.5° spatial resolution. For 
the 00Z and 12Z model runs, two daily wind files, with data from 0 to 120 hours, were retrieved 
every 3 hours (tau=3). Tau=0 wind came from the COAMPS analysis and winds at tau=3, 6, 9, 
..., 120 were forecast. Surface values of dew point depression, net shortwave radiation, net 
longwave radiation, air temperature, and barometric pressure were also obtained from 
NOGAPS. As with winds, there were two daily files at 00Z and 12Z containing these 
parameters out to 120 hours at tau = 3. Values at tau=0 are from the NOGAPS analysis and 
tau=3, 6, 9, ..., 120 fields were forecast. 
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2.4.4 Results 
 
2.4.4.1 Relo NCOM Model Error  
 
Both the bias and RMS errors of the NCODA analysis (Figures 4-2 and 4-3) and 48 hr NCOM 
forecast (Figures 4-4 and 4-5) relative to all assimilated profile observations were either about 
the same or slightly smaller in the MVOI version of NCODA.  The temperature and salinity 
errors only slightly increased between the analysis and the 48 hr forecast in both NCODA 
cases.  The reason for the large spike in error in all of the error curves at 900 m depth is 
unknown.   
 

 
Figure 4-2: Temperature mean bias error (top) and RMSE (bottom) for the RIMPAC 
NCODA analysis from May through September 2008 compared to NAVOCEANO 
restricted profile observations.  NCODA-MVOI results are in black and NCODA-VAR 
results are in blue. The graphic is a snapshot of SST during the simulation time period 
with observation tracks overlaid in black.  
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Figure 4-3: Salinity mean bias error (top) and root mean square error (RMSE) (bottom) 
for the RIMPAC NCODA analysis from May through September 2008, relative to 
NAVOCEANO restricted profile observations.  The graphic shows a SSS snapshot 
during the simulation time period with observations tracks overlaid in black.  
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Figure 4-4: Temperature mean bias (top) and RMSE (bottom) for the RIMPAC 48 hr 
NCOM forecast from May through September 2008, relative to NAVOCEANO restricted 
profile observations.   NCODA-MVOI results are in black and NCODA-VAR results are 
in blue. The graphic is a snapshot of SST during the simulation time period with 
observation tracks overlaid in black.  
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Figure 4-5: Salinity mean bias (top) and RMSE (bottom) for RIMPAC 48 hr NCOM 
forecast of May through September 2008, relative to NAVOCEANO restricted profile 
observations.  The graphic shows an SSS snapshot during the simulation time period 
with profile observation tracks overlaid in black.   

 
2.4.4.2 Surface Duct Prediction  
 
2.4.4.2.1 Sonic Layer Depth Studies 
 
Table 4-1 shows the error statistics for SLD prediction accuracy of the NCODA analysis and 
the NCOM 24 and 48 hr forecasts (See Section 2.1.4.2.1 for a description of how these 
statistics were calculated).  Overall, the NCODA analysis did fairly well at predicting SLD 
relative to all profile data that were assimilated during this time period.  NCODA-MVOI did a 
slightly better job predicting SLD, both in terms of the NCODA analysis and the ensuing 
NCOM forecasts.  The correlation coefficient between the SLD estimated from the NCODA 
analysis and all profile observations was:  R(3DVAR) = 0.67, R(MVOI) = 0.70 (Table 4-1).  
The correlation gradually decreased for the 24 hr forecast and again for the 48 hr forecast. 
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Table 4-1: SLD prediction errors of the NCODA analysis and the NCOM 24 and 48 hr 
forecasts.  Errors are relative to the SLD computed from all NAVO restricted 
observations.  The experiments with the best correlation are highlighted in yellow. 

 N RMS Diff (m) R (Correl. 
Coeff. Mean Diff (m) 

NCODA Analysis 
NCODA-MVOI 740 9.48 0.70 -5.91 
NCODA-VAR 740 9.90 0.67 -6.13 

NCOM 24 hr Forecast 
NCODA-MVOI 740 11.42 0.54 -5.12 
NCODA-VAR 740 11.46 0.54 -5.02 

NCOM 48 hr Forecast 
NCODA-MVOI 740 12.39 0.45 -5.09 
NCODA-VAR 740 13.01 0.42 -4.30 

 
2.4.4.2.2 Predictions of Surface Layer Trapping of Acoustic Frequencies 
 
Figure 4-4 shows the acoustic ‘stoplight’ results of the NCODA analysis relative to all profile 
data and Figure 4-5 is the same as figure 4-4 except that it is for the 48 hour NCOM forecast.  
See section 2.1.4.2.2 for a description of the following ‘stoplight’ plots.  There was little 
variability between the four plots in these two figures.  The green curves (true positives) 
occurred more often at the higher frequencies in the NCODA-VAR experiment for both the 
analysis and forecast.  However, the false positives (red curve) were also more prevalent in the 
case of NCODA-VAR.   
 

 
Figure 4-4: RIMPAC NCODA analysis prediction of sea surface acoustic trapping at 
various frequencies (Hz) using NCODA-MVOI (left) and NCODA-VAR (FGAT on; 
right) relative to all observations.   
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Figure 4-5: RIMPAC NCOM 48 hr forecast prediction of sea surface acoustic trapping at 
various frequencies (Hz) using NCODA-MVOI (left) and NCODA-VAR (FGAT on; 
right) relative to all observations.   
 
2.4.4.2.3 Sonic Layer Depth Distribution 
 
Figure 4-6 shows the 2D histograms of observation counts relative to model and data SLDs for 
both NCODA-MVOI (left) and NCODA-VAR (right); and for both the NCODA analysis (top) 
and the 48 hr NCOM forecast (bottom).  A description of these plots is given in section 
2.1.4.2.3.  The analysis results (top row) show a tight distribution of SLDs between NCODA 
and the data, even though the deeper SLDs were skewed somewhat towards the observations.  
From the results of the 48 hr forecast (bottom row), it is clear that the distribution was more 
dispersed and less correlated. 
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Figure 4-6: RIMPAC SLD (m) histograms of the NCODA analysis (top row, left: 
NCODA-MVOI, right: NCODA-VAR) and the 48 hr NCOM forecast (bottom row, same 
order) relative to all NAVO restricted profile observations.   

 
2.4.4.3 Surface Current Validation Statistics 
 
Table 4-2 shows the validation statistics for the forecast of surface currents.  The average 
distance between actual drifter locations and the NCOM forecast predicted values employed the 
use of the 51 and 49 WOCE drifter observations for the 24 and 48 hr forecasts, respectively. 
Prediction errors in NCODA-VAR and NCODA-MVOI showed some similarities.  The 
NCODA 3DVAR had a somewhat larger prediction error for the 24 hr forecast and a smaller 
prediction error for the 48 hr forecast compared to NCODA-MVOI.   
 

Table 4-2: Surface current validation statistics for the RIMPAC Relo NCOM 24 hr and 
48 hr forecasts as compared to WOCE drifter observations.  N=number of drifter 
observations.  

Relo NCOM 24 hr Analysis N Mean (km) Std Dev. 
NCODA-MVOI 51 18.69 11.27 
 NCODA-VAR  51 19.56 11.98 
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Relo NCOM 48 hr Forecast N Mean (km) Std Dev. 
NCODA-MVOI 49 44.54 26.67 
 NCODA-VAR  49 46.43 24.56 

 
2.5 Test Case 5: COAMPS5 Okinawa Trough 
 
2.5.1 Purpose 
 
Test Case 5 was a fully coupled ocean/atmosphere test using NCODA-MVOI and NCODA-
VAR versions of COAMPS5. This test case closely resembled Test Case 1 in terms of the 
Okinawa Trough model domain grid, time frame, and model setup. The purpose of this test 
case was to test and compare the implementation of the two different versions of NCODA 
within the COAMPS system.  A Validation Test Report (VTR) for COAMPS was recently 
approved (Allard et al., 2010) that included the use of  NCODA-MVOI.  Therefore, the only 
goal here is to investigate whether the 3DVAR version of NCODA used in COAMPS 
generated comparable or improved ocean predictions.   For this reason, this test case was set 
up to closely mimic the Test Case 1 Relo NCOM Okinawa Trough experiment, from  namelist 
parameters to observational datasets.  The primary difference is that the NCODA within 
COAMPS was run in ‘update’ mode versus the ‘data insertion’ mode run for Test Case 1.  
Update mode was chosen because in an operational application, it is impractical to include a 
hindcast with the coupled system.   
 
2.5.2 Test Area and Observations 

See Section 2.1.2 and Figure 1-1 for information on the Okinawa Trough test area, model 
domain, and available observations.   

2.5.3 Model Setup 
 
As in Test Case 1, the model domain stretched from 17-34°N and 118-134°E with a horizontal 
resolution of 3 km.  The grid was 535 x 628 horizontal grid points.  The time step, typically set 
at 180 seconds, was dropped to 120 seconds in order to synchronize with the atmospheric 
component.  Initial and boundary conditions came from global NCOM.  Tidal and river forcing 
were turned on.  The time period of the run was from 01 August to 31 October 2007. There 
were 50 vertical levels specified for NCOM within COAMPS5. Glider data were not 
assimilated into either model run.  AXBT data along with the rest of the data stream were 
assimilated into NCODA.  
 
The differences between Test Case 5 and Test Case 1 are as follows: 

• COAMPS employed two-way coupling between atmosphere and ocean.  The 
atmospheric portion of COAMPS was run with a coarse grid resembling the NOGAPS 
solution used for forcing in Test Case 1.  

• COAMPS was run with a 12-hour update cycle with the ‘update’ NCODA option. This 
means that COAMPS did not perform a hindcast. The entire analysis was applied at the 
analysis time.   
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• The COAMPS run had the FGAT capability turned off.  The FGAT option has not been 
implemented with COAMPS yet (See Section 4.6).   

 
Two COAMPS runs were completed for this test case.  The first used NCODA-MVOI and the 
second used the updated NCODA-VAR ver. 3.43 code. The COAMPS5 version is the latest 
available from the NRL Monterey operational branch of the COAMPS repository (See Section 
1.7), and the NCODA-VAR namelist parameters were all set to their default values (except for 
'rscl', used to adjust horizontal length scales, which was changed to 1.2 from its default value 
of 1.5). These settings were also used in the Relo NCOM experiment in Test Case 1.  
 
2.5.4 Results 
 
The following section provides the results of the ocean component of the two COAMPS runs 
(with NCODA-MVOI and NCODA-VAR).  The results include error statistics of the NCODA 
analysis and 12 hour forecasts relative to both unassimilated and assimilated data, sonic layer 
prediction errors, and acoustic trapping predictability. Overall, the results presented here were 
very similar to the Relo NCOM Okinawa Trough experiment.  It is certainly feasible that the 
slight differences between the results presented here for COAMPS and the results for Relo 
NCOM (Section 2.1.4) could easily be accounted for in the differences of how atmospheric 
forcing was applied and how the analyses and forecasts were updated and cycled. 
 
2.5.4.1 COAMPS Model Error  
 
To estimate the overall predictive capability of the ocean component of COAMPS, error 
statistics were calculated for the temperature and salinity solutions from the NCODA analysis 
and the 12 hr NCOM forecast for both versions of COAMPS.  Error statistics were separately 
calculated compared to all of the unassimilated glider data (3473 observations) and all of the 
assimilated AXBT data (695 observations).   

 
The plots in Figures 5-1 and 5-2 compare the mean and RMS temperature and salinity errors of 
the NCODA analysis relative to all unassimilated glider data over the time frame of 01 August 
to 31 October 2007.   In these figures, the black lines are the errors from NCODA-MVOI and 
the blue lines are the errors from NCODA-VAR.  The values in brackets are the vertical 
average of their respective error curves.  The map on the right shows a snapshot of a 
temperature or salinity solution overlaid with all of the glider observations.  Figure 5-1 shows 
that the overall NCODA analysis of temperature had a cold bias (in both cases), and the 
NCODA-VAR case had a colder bias than the MVOI experiment.  However, in terms of 
overall RMS error, the NCODA-VAR did significantly better than the MVOI version. In 
comparing these plots with those from the Relo NCOM OT experiment (Figures 1-4 and 1-5), 
it is clear that the shape and magnitude of these errors were very similar.  For example, the 
average RMS error of the NCODA-VAR analysis of temperature in the Relo NCOM 
experiment with FGAT turned off (dashed blue line on lower left plot) was virtually the same 
as in the COAMPS experiment (solid blue line on right plot): 0.65°C vs. 0.65°C, respectively. 
The salinity errors in Figure 5-2 were similar in MVOI and NCODA-VAR.  The average RMS 
error was slightly less in the 3DVAR case (0.063 PSU versus 0.066 in the MVOI case). 
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Figure 5-1: Temperature mean bias error (top plot) and RMSE (bottom) for the 
COAMPS Okinawa Trough NCODA analysis from August through October 2007, 
compared to unassimilated glider data.  NCODA-MVOI results are in black and 
NCODA-VAR results are in blue.  The graphic at the right is a snapshot of SST (°C) with 
glider observations overlaid.  The numbers in brackets are the corresponding vertical 
average of the profile errors.  
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Figure 5-2: Average model error (top) and RMSE (bottom) of salinity for the COAMPS 
Okinawa Trough NCODA analysis, August-October 2007, as compared to unassimilated 
glider data. NCODA-MVOI results are in black and NCODA-VAR is in blue. The 
graphic on the right is a snapshot of SSS (PSU) with glider observations overlaid.   

 
Figures 5-3 and 5-4 are the same as Figures 5-1 and 5-2, respectively, except that they are for a 
12 hour COAMPS forecast.  Surprisingly, the average errors were about the same in the 
NCODA analysis and the 12-hour COAMPS forecast.  The RMS errors were slightly lower in 
the 12 hr forecast.   
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Figure 5-3: Average temperature error (top plot) and root mean square error (RMSE) 
(bottom) for the Okinawa Trough COAMPS 12 hr forecast of August through October 
2007, as compared to unassimilated glider data.  NCODA-MVOI results are in black and 
NCODA-VAR results are in blue.  The graphic at the right is a snapshot of SST (°C) with 
the glider sampling area overlaid. 
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Figure 5-4: Average model error (top) and RMS error (bottom) of salinity for the 
Okinawa Trough COAMPS 12 hour forecast, August-October 2007, as compared to 
unassimilated glider data. NCODA-MVOI results are in black and NCODA-VAR is in 
blue. The graphic at right is a snapshot of SSS (PSU) with the glider sampling area 
overlaid.   
 
Figures 5-5 to 5-8 show average and RMS errors compared to AXBT data assimilated during 
the simulation time frame. Understandably, the overall average and RMS errors for 
temperature and salinity were significantly smaller than the errors computed using the 
unassimilated data, both for the NCODA/COAMPS analysis (Figures 5-5 and 5-6) and the 12 
hr COAMPS forecast (Figures 5-7 and 5-8).  This shows that COAMPS did well at 
maintaining the skill of the analysis over the 12 hr forecast.  Also, for all of the error 
comparisons the NCODA-VAR performed moderately or significantly better than the MVOI 
experiment. 
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Figure 5-5: Average temperature error (top plot) and RMSE (bottom) for the COAMPS 
Okinawa Trough NCODA analysis of August through October 2007, as compared to 
assimilated AXBT data.  NCODA-MVOI results are in black and NCODA-VAR results 
are in blue.  The graphic at the right is a snapshot of SST (°C) along with the AXBT 
sampling area. 
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Figure 5-6: Average salinity error (top) and RMSE (bottom) for the COAMPS Okinawa 
Trough NCODA analysis, August-October 2007, as compared to assimilated AXBT data. 
NCODA-MVOI results are in black and NCODA-VAR is in blue. The graphic at right is 
a snapshot of SSS (PSU) along with the AXBT sampling area.   
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Figure 5-7: Average temperature error (top plot) and RMSE (bottom) for the Okinawa 
Trough COAMPS 12 hr forecast of August through October 2007, as compared to AXBT 
data.  NCODA-MVOI results are in black and NCODA-VAR results are in blue.  The 
graphic at the right is temperature snapshot of SST (°C) for the model domain along 
with the AXBT sampling area. 
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Figure 5-8: Average salinity error (top) and RMSE (bottom) for the Okinawa Trough 
COAMPS 12 hr forecast of August-October 2007, as compared to AXBT data. NCODA-
MVOI results are in black and NCODA-VAR is in blue. The graphic on the right is a 
snapshot of SSS (PSU) for the model domain along with the AXBT sampling area.   

 
2.5.4.2  Surface Duct Prediction 
 
2.5.4.2.1 Sonic Layer Depth  
 
Sonic Layer Depth was calculated for all of the NAVO restricted profile data (gliders and 
AXBT) and the NCODA analyses and COAMPS forecasts interpolated to the observation 
locations and times.  This software was used for both versions of COAMPS.  Table 5-1 shows 
the overall statistics of comparing the SLDs between the data and the prediction system, where 
N is the total number of observations used in the comparison.  The mean difference between 
the SLDs calculated from the prediction system and data (Model SLD – Data SLD) reveal that 
both NCODA and COAMPS were predicting a shallower SLD than the data in both COAMPS 
experiments.  The RMS of these differences, along with their correlation coefficient, shows that 
the 3DVAR version of COAMPS performed better at predicting SLD. 
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Table 5-1: Sonic Layer Depth (SLD) prediction errors of the NCODA analysis and the 
COAMPS 12 hr forecasts.  Errors are relative to the SLD computed from all NAVO 
restricted observations.  The experiments with the best correlation are highlighted in 
yellow. 

 N RMS Diff (m) R (Correl. 
Coeff. Mean Diff (m) 

NCODA Analysis 
NCODA-MVOI 4964 18.99 0.46 -14.66 
NCODA-VAR 4964 17.14 0.58 -9.74 

COAMPS 12 hr Forecast 
NCODA-MVOI 4973 19.13 0.45 -15.74 
NCODA-VAR 4973 17.34 0.57 -10.96 

 
Tables 5-2 and 5-3 are the same as Table 5-1, except that the observations used for the error 
statistics are split into the unassimilated glider data and the assimilated AXBT data, 
respectively.  Similar to the results in Table 5-1, NCODA-VAR outperformed NCODA-
MVOI, and understandably the SLDs of NCODA and COAMPS compared significantly better 
with the SLDs from the data that were assimilated. 
 

Table 5-2: SLD prediction errors of the NCODA analysis and the COAMPS 12 hr 
forecasts.  Errors are relative to the SLD computed from the unassimilated glider 
observations.  The experiments with the best correlation are highlighted in yellow. 

 N RMS Diff (m) R (Correl. 
Coeff. Mean Diff (m) 

NCODA Analysis 
NCODA-MVOI 2872 20.52 0.29 -15.11 
NCODA-VAR 2872 18.86 0.46 -8.94 

COAMPS 12 hr Forecast 
NCODA-MVOI 2878 20.41 0.32 -16.03 
NCODA-VAR 2878 18.64 0.48 -10.02 

 

Table 5-3: SLD prediction errors of the NCODA analysis and the COAMPS 12 hr 
forecasts.  Errors are relative to the SLD computed from the AXBT observations.  The 
experiments with the best correlation are highlighted in yellow. 

 N RMS Diff (m) R (Correl. 
Coeff. Mean Diff (m) 

NCODA Analysis 
NCODA-MVOI 693 15.28 0.59 -15.74 
NCODA-VAR 693 12.43 0.72 -10.88 

NCOM 12 hr Forecast 
NCODA-MVOI 693 14.72 0.62 -15.69 
NCODA-VAR 693 12.64 0.71 -11.29 
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2.5.4.2.2 Predictions of Surface Layer Trapping of Acoustic Frequencies 
 
The surface layer trapping figures below (Figures 5-9 through 5-14) encompass the full 
experiment time range and include all of the profile data of the specified data type.  See the 
discussion of surface layer trapping in section 2.1.4.2.2. Figures 5-9 and 5-10 show 
stoplight maps for the analyses of NCODA-MVOI (left) and NCODA-VAR (right).  In these 
two figures, it can be seen that the NCODA-VAR performed better than the NCODA-MVOI, 
because the NCODA-VAR green curve reached a higher percentage at a lower frequency and 
the yellow curve had a lower percentage compared to the NCODA-MVOI results. 
 

 
Figure 5-9: COAMPS Okinawa Trough NCODA analysis prediction of sea surface 
acoustic trapping at various frequencies (Hz) using NCODA-MVOI (left) and NCODA-
VAR (FGAT on; right) relative to all observations.  

  

 
Figure 5-10: COAMPS Okinawa Trough 12 hr forecast prediction of sea surface acoustic 
trapping at various frequencies (Hz) using NCODA-MVOI (left) and NCODA-VAR 
(FGAT on; right) relative to all observations.   
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Figures 5-11 and 5-12 are similar to Figures 5-9 and 5-10, except comparisons are with the 
unassimilated glider data only and the results are similar.  Figures 5-13 and 5-14 show 
comparisons to the assimilated AXBT data, and these results, however, are opposite those of the 
other data types.  In these plots the percentage of false-negatives and true-positives was larger 
and smaller, respectively, in the case of NCODA-VAR.  It is somewhat surprising that the 
NCODA-VAR was missing more acoustic trapping than NCODA-MVOI (about 10% more at 
their peaks), especially since they were both assimilating the same AXBT dataset used in these 
comparisons. In the NCODA pre-processing routines, however, the methods that NCODA-VAR 
and NCODA-MVOI used to interpolate the profile data to the vertical analysis levels were 
different, and this difference may have been sufficiently variable to cause smooth profiles in the 
NCODA-VAR analysis at certain points and frequencies, thus causing missed opportunities to 
predict acoustic trapping. 
 

 
Figure 5-11: COAMPS Okinawa Trough NCODA analysis prediction of sea surface 
acoustic trapping at various frequencies (Hz) using NCODA-MVOI (left) and NCODA-
VAR (FGAT on; right) relative to unassimilated glider observations.   
 
 
 
 



 

74 
 

 
Figure 5-12: COAMPS Okinawa Trough 12 hr forecast prediction of sea surface acoustic 
trapping at various frequencies (Hz) using NCODA-MVOI (left) and NCODA-VAR 
(FGAT on; right) relative to unassimilated glider observations.   
 

 
Figure 5-13: COAMPS Okinawa Trough NCODA analysis prediction of sea surface 
acoustic trapping at various frequencies (Hz) using NCODA-MVOI (left) and NCODA-
VAR (FGAT on; right) relative to AXBT observations.   
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Figure 5-14: COAMPS Okinawa Trough 12 hr forecast prediction of sea surface acoustic 
trapping at various frequencies (Hz) using NCODA-MVOI (left) and NCODA-VAR 
(FGAT on; right) relative to AXBT observations.   
 
2.5.4.2.3 Sonic Layer Depth Distribution 
 
Figures 5-15 to 5-17 show the 2D histograms of observation counts compared to model and 
data SLDs for both NCODA-MVOI (left) and NCODA-VAR (right); and for both the NCODA 
analysis (top) and the 12 hr COAMPS forecast (bottom).  Section 2.1.4.2.3 provides an 
explanation of these histograms. In Figure 5-15, both the analysis and 12-hour forecast had 
similar distributions, and the NCODA-VAR SLDs of the model and data were better correlated 
due to observation counts that were more densely populated along the black diagonal line. 
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Figure 5-15: COAMPS Okinawa Trough SLD (m) histograms of the NCODA analysis 
(top row, left: NCODA-MVOI, right: NCODA-VAR) and the 12 hr COAMPS forecast 
(bottom row, same order) relative to all NAVO restricted profile observations.  
 
Figures 5-16 and 5-17 are similar to Figure 5-15, except that they are compared only to 
unassimilated glider data and assimilated AXBT data, respectively.  In both cases the 12 hour 
forecast was similar to the analysis.  As in section 2.1.4.2.3, Figures 5-15, 5-16, and 5-17 show 
that both the NCODA-MVOI and NCODA-VAR analyses and forecasts generally had a 
shallow bias for SLD, since the majority of profiles fell below the black line in the figures.  
For the comparison with glider data in Figure 5-16, the model exhibited a deep bias for 
shallow SLDs and a shallow bias for SLDs greater than 20 m.  The comparison with AXBT 
observations, on the other hand, tended to only to have a shallow bias because most of the 
AXBTs were deployed where and when the SLD was greater than 30 m (Figure 5-17).  
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Figure 5-16: COAMPS Okinawa Trough SLD (m) histograms of the NCODA analysis 
(top row, left: NCODA-MVOI, right: NCODA-VAR) and the 12 hr COAMPS forecast 
(bottom row, same order) relative to unassimilated glider observations.   
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Figure 5-17: COAMPS Okinawa Trough SLD (m) histograms of the NCODA analysis 
(top row, left: NCODA-MVOI, right: NCODA-VAR) and the 12 hr COAMPS forecast 
(bottom row, same order) relative to AXBT observations.   

 
2.5.4.3 Comparison of COAMPS and Relo NCOM Runs 
 
The COAMPS runs and the Relo NCOM runs from Test Case 1 for Okinawa Trough were 
intentionally configured very similarly in order to compare their accuracy in reproducing 
observations.  Runs for both models were performed on the same ocean grid and covered the 
same time frame of 01 August to 31 October, 2007.  Overall, the ocean results of these two 
experiments were very similar.  As demonstrated in Figure 5-18 below, NCODA-VAR 
performed as well with respect to temperature RMSE in the COAMPS runs as it did in Relo 
NCOM.  The figure compares the temperature RMSE of the NCODA analysis relative to all 
unassimilated glider data. Clearly, the overall shape and magnitude of the error curves follow 
similar lines, and the differences in accuracy may be attributed to the differences in the 
atmospheric forcing, update cycling and FGAT tuning between the two models.  The average 
RMSE of the NCODA-VAR analysis of temperature in the Relo NCOM experiment without 
FGAT (dashed blue line on left plot) was 0.65°C, very close to that of the COAMPS 
experiment (solid blue line on right plot), at 0.65°C.   
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Figure 5-18: RMSE of temperature for Relo NCOM (left) and COAMPS5 (right).  The 
black lines in each plot are errors of NCODA-MVOI and the blue lines are the errors of 
NCODA-VAR.  The left plot includes an additional dashed blue line that shows the result 
with FGAT turned off.  The bracketed values are the vertical averages of their respective 
error curves. 

 
2.6    Test Case 6: Regional HYCOM, Gulf of Mexico, 2010 BP oil spill 

On 20 April 2010, BP's Deepwater Horizon oil rig exploded in the Gulf of Mexico, killing 11 
workers and initiating months of unrestrained oil leaking into the ocean. BP capped the well in 
mid-July, temporarily halting the flow of oil into the Gulf, and the well was successfully 
plugged permanently on September 19, 2010.  It is estimated that over 205 million gallons of oil 
were released into the Gulf during those five months.  The spill occurred about 50 miles 
southwest of the Mississippi Delta at the edge of the continental shelf.   

2.6.1 Purpose 
 
The purpose of Test Case 6 was to validate NCODA with AXBT data gathered during the 2010 
Gulf of Mexico oil spill and to demonstrate the application of NCODA-VAR with one of the 
Navy’s primary prediction systems, HYCOM. The time period of five months was selected to 
capture the evolution and shedding of a loop current eddy.    
 
2.6.2 Test Area and Observations 
 
The approximate location of the Deepwater Horizon and BP Well was 28° 44.20′ N and 88° 
23.23′ W (Figure 6-1).  Throughout the time period of this test case hundreds of AXBTs were 
dropped in a 5° x 5° area surrounding the oil spill and were used here to validate HYCOM 
forecast skill.  Some of the available data collected from various agencies and universities 
included P-3 airborne synoptic surveys (NOAA/UM), the AXBT and AXCTD profiles, surface 
drifters and gliders, satellite-derived SST, ocean color, altimetry-derived SSH and surface 
currents, ocean surface drifters and heat content analyses derived from SST, climatology and 

http://www.huffingtonpost.com/2010/07/17/gulf-oil-spill-stopped-oi_n_650199.html�
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altimetry, as well as in situ observations and moored data from Minerals Management Service 
(MMS).  Surface currents from drifter data gathered from the WOCE global drifter database 
were compared to an NCODA analysis and HYCOM 24 hr forecasts. Validation studies with 
profile data collected from Profiling Autonomous Lagrangian Current Explorer (PALACE) 
floats were also performed. The NCODA system assimilated satellite altimetry track-by-track 
and SST directly from orbital data.  Available in situ profiles were also assimilated, although 
these were generally scarce in the open Gulf (e.g., ARGO floats are usually not present and 
there are very few profiles reported in real time).  
 
The NCODA assimilation in this region thus relied primarily on satellite altimetry and SST 
measurements. The impact of altimetry assimilation was reduced to zero toward the coast 
between the middle and upper regions of the continental slope. This is because NCODA does 
not create synthetic profiles in water depths of less than 400 m. The surface observations from 
altimetry and SST observations were projected vertically downward using MODAS. The 
MODAS synthetic profiles were only calculated along the altimeter tracks, and were used to 
adjust the interior water mass properties (temperature and salinity). 
 

 
Figure 6-1: Regional HYCOM domain for the Gulf of Mexico, 4 km resolution.  

 
2.6.3 Model Setup 
 
The Gulf of Mexico model had 1/25° equatorial resolution and latitudinal resolution of 1/25° 
cos(lat) or 3.5 km for each variable at mid-latitudes.  The Test Case 6 grid spanned 18°N to 
31°N with 541 X 385 grid points.  It had 20 coordinate surfaces in the vertical.  The model was 
nested in a climatology generated from a multi-year, climatologically-forced, 0.08° HYCOM 
Atlantic Ocean simulation. The FGAT option was not used in HYCOM.  
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Daily updates were performed to generate the analysis using an observation window of ±36 h 
for altimetry and ±12 h for other observations during the daily (24 hour) update cycle. AXBT 
data were assimilated into the model. The spin-up for these experiments started 01 March and 
validation statistics were computed from 01 May through 30 September, 2010. 
 
2.6.4 Results 
 
2.6.4.1 HYCOM Run Statistics 
 
Statistics such as mean bias and RMSE were computed for several output parameters in 
HYCOM.  Figures 6-2 and 6-3 were computed internally by NCODA-VAR while the analysis 
was in observation space. These results reveal that the NCODA analysis was successfully 
bringing the model state towards the assimilated data and that the analysis and model 24 hr 
forecasts were unbiased.  In these plots, the red curves are the innovations, which are the 
difference between the HYCOM 24-hour forecast and the observations (for the specified 
analysis variable) that were about to be assimilated.  The blue curves are the residuals, which 
represent the corresponding error to the NCODA analysis compared to the observations it just 
assimilated.  These plots were not available with NCODA-MVOI. 
 
 

 
Figure 6-2: HYCOM NCODA-VAR temperature (left) and salinity (right) RMS (top) and 
mean bias (middle) errors from March-September 2010.  The residual prediction errors 
are shown in blue and the innovation prediction errors are shown in red.  The graph of 
data counts (in green) shows the amount of temperature and salinity observations, 
respectively, that were available for comparison throughout the run period.  
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Figure 6-3: HYCOM NCODA-VAR Layer Pressure (left) and geopotential verification 
(right) RMS (top row) and mean bias (middle row) errors for the model run period of 
March-September 2010.   The residual prediction errors are shown in blue and the 
innovation prediction errors are shown in red.  The graph of data counts (in green) 
shows the number of pressure (left) and geopotential (right) observations available for 
comparison throughout the run period.  
 
2.6.4.2 HYCOM Model Error 
 
The model RMS error for the 24-hour regional HYCOM GOM forecast was computed relative 
to a suite of NOAA AXBT observations that were gathered support the BP oil spill 
monitoring.  The profiles of these errors were computed for temperature and salinity and were 
averaged for each day of aerial XBT drops (as noted in Section 2.1.4.1.2). The salinity AXBT 
observations were created synthetically using MODAS.  This was done in both of the MVOI 
and 3DVAR experiments.  Figure 6-4 shows the average and RMS profile of these errors for 
temperature and Figure 6-5 shows the errors for salinity. The RMS errors show that, generally 
speaking, the model runs using NCODA-VAR demonstrated slightly better forecast skill 
averaged over the four month time period than NCODA-MVOI.   
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Figure 6-4: Temperature errors of the HYCOM 24 hr forecast relative to AXBT data for 
the period of May-September 2010.  The top plot shows average error and the bottom 
plot depicts RMS error.  The graphic shows a snapshot of SST during the simulation 
with an overlay of the AXBT observations.  
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Figure 6-5: Salinity errors of the HYCOM 24 hr forecast relative to AXBT data for the 
period of May-September 2010.  The top plot shows average error and the bottom plot 
depicts RMS error.  The graphic shows a snapshot of SSS during the simulation with an 
overlay of the AXBT observations.   
 
2.6.4.3  Surface Duct Prediction  
 
2.6.4.3.1 Sonic Layer Depth 
 
Sonic Layer Depth was calculated from model ocean state and compared with SLD calculated 
from AXBT observation supplemented with MODAS synthetics. Figure 6-6 shows a scatter 
plot of the SLD for the HYCOM 24-hour forecast at the AXBT locations using NCODA-
MVOI (left) and NCODA-VAR (right), compared to the SLD calculated from the AXBTs.  If 
the model were perfect and matched the data exactly then the linear regression (thick line) 
would match the dotted 45° line shown on the plot.  Notice that there were no SLD depths 
plotted that were less than 10m.  This is because the software automatically threw out shallow 
SLD values less than 10 m, because they were not stable and change with the diurnal cycle.  
Table 6-1 summarizes the statistics for each. It can be seen in Figure 6-6 and Table 6-1 that 
neither NCODA system did particularly well at predicting SLD.  However, the validation of 
the acoustic properties revealed that using NCODA-VAR produced a slightly better correlation 
(R = 0.21 vs. NCODA-MVOI (R = 0.13) between the predicted SLD from the 24 hr forecast 
fields and the AXBT observations (Table 6-1).   
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Figure 6-6: Scatter plot of SLD computed from the HYCOM 24 hr forecast vs. AXBTs 
using NCODA-MVOI (left) and NCODA-VAR (right). 
 

Table 6-1: SLD prediction errors of the HYCOM Gulf of Mexico 24 hr forecast.  Errors 
are relative to the SLD computed from AXBT observations.  The experiments with the 
best correlation are highlighted in yellow.   

NCOM 24 hr 
Forecast N RMS Diff (m) R (Correl. 

Coeff. Mean Diff (m) 

NCODA-MVOI 464 12.89 0.13 -4.31 
NCODA-VAR  464   11.31   0.21  -4.68 

 
Since these correlation values in Table 6-1 were relatively low, Figures 6-7 and 6-8, as well as 
several other figures available on the Wiki page at 
 https://www7320.nrlssc.navy.mil/Alvin/index.php/NCODA-VAR_Validation_Studies, were 
constructed to illustrate the SLD estimation from the 24 hr forecast originating from either 
NCODA-VAR or NCODA-MVOI.  In both of these examples (Figures 6-7 and 6-8), the sound 
speed profiles calculated from the HYCOM forecast (in both NCODA cases) were too smooth 
and missed the gradient that represented the observed SLD. 
 

https://www7320.nrlssc.navy.mil/Alvin/index.php/NCODA_3DVar_Validation_Studies�
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Figure 6-7: Sound Speed profiles for the observation (black), HYCOM 24 hr forecast 
computed with NCODA-MVOI (green), and NCODA-VAR (blue).  The computed SLDs 
are represented by the horizontal lines with corresponding color.  The graphic to the 
right shows a snapshot of SST (°C) with the observed AXBT profile 201005181856 
overlaid.   

   

 
Figure 6-8: Sound Speed profiles for the observation (black), the HYCOM 24 hr forecast 
computed with NCODA-MVOI (green), and NCODA-VAR (blue).  The computed SLDs 
are represented by the horizontal lines with corresponding color.  Note: At the 
observation location 201005181911, SLD= 150 m (NCODA-MVOI) and SLD =112 m 
(NCODA-VAR) both of which are off the vertical scale. The graphic to the right shows a 
snapshot of SST (°C) with the observed AXBT profile 201005181911 overlaid. 
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2.6.4.3.2 Predictions of Surface Layer Trapping of Acoustic Frequencies  
 
Figure 6-9 shows a stoplight map for the HYCOM 24 hr forecast using NCODA-MVOI (left) 
and NCODA-VAR (right). See Section 2.1.4.2.2 for a discussion of the “stoplight” plots.  This 
surface layer trapping figure shows a comparison with the assimilated AXBT data. The 
distribution in these plots was fairly typical and there were no significant differences between 
the two NCODA systems. 
 

 
Figure 6-9: Predictability of surface layer trapping at various acoustic frequencies (Hz) 
using the HYCOM 24 hr forecast with NCODA-MVOI (left) and NCODA-VAR (FGAT 
on; right) relative to AXBT observations.  
 
2.6.4.3.3 Sonic Layer Depth Distribution  
 
Figure 6-10 shows the 2D histograms of observation counts compared to model and data SLDs 
for the HYCOM 24 hr forecast, based on both NCODA-MVOI (left) and NCODA-VAR 
(right). See section 2.1.4.2.3 for a description of these plots. This figure clearly demonstrates 
that neither system correlated well with the data. 
 



 

88 
 

 
Figure 6-10: SLD (m) histograms of the HYCOM 24 hr forecast using NCODA-MVOI 
(left) and NCODA-VAR (right) relative to AXBT observations.   

 
2.6.4.4   Surface Current Validation Statistics 
 
The surface currents of the HYCOM forecast fields were validated by inserting pseudo drifters 
into the model and comparing the predicted drifter location (following a 24 hour HYCOM 
forecast) with the actual WOCE drifter data location.  During the time period within the 
modeling domain there were a total of 1840 WOCE drifter observations.  The average distance 
between the actual drifter locations and the HYCOM 24 hr forecast predicted value was very 
similar between using NCODA-VAR (20.99 km) and NCODA-MVOI (21.27 km).  These 
drifter prediction errors were comparable to similar validation studies with HYCOM (Metzger 
et al, 2010) and NCOM (Barron et al., 2007a, b). 
 

Table 6-2: Surface current validation statistics for HYCOM 24 hr forecast as compared 
to WOCE drifter observations.  N=number of drifter observations.  

HYCOM 18 hr Analysis N Mean (km) Std Dev. 
NCODA-MVOI 1840 21.27 15.77 
NCODA-VAR  1840 20.99 16.83 

 
2.7 Test Case 7: NCODA Analysis-Only, Northwest Atlantic 
 
2.7.1 Purpose 
 
The purpose of this test case was to examine the analysis-only capability of NCODA_VAR and 
to assess its robustness in a real-time application.  This test case is considerably different from 
the previous experiments, because, all of the previous test cases were performed in hindcast and 
cycled with a forecasting system.  Test Case 7 validated the robustness of NCODA_VAR in a 
real-time operational setting for over a one year time frame.  The Northwest Atlantic domain 
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was chosen for its large domain and widely varying ocean dynamics, including the Gulf Stream 
and its meandering eddies.  
 
Note: There are several inconsistencies between this NW Atlantic experiment and the previous 
six test cases with regard to the validation metrics summarized in Section 1.6.  This experiment 
was run in real-time on the DSRC for over 12 months, during which the NCODA_VAR 
executable was updated periodically from version 3.2 to version 3.5 concurrently as the model 
ran.  Some of these updates that were made to the NCODA_VAR executable included changing 
the default values of some of the namelist parameters.  Additionally, the machine that this 
experiment was performed on was switched midway through the experiment.  This test case 
started off running on BABBAGE at the DSRC until BABBAGE became no longer available; at 
which point it was switched to a much faster machine, DAVINCI, using twice as many 
processors.  Finally, there were some differences in the namelist parameters that dealt with the 
real-time application, such as "ssh_time", "prf_time", and "deny", which affect the timing of 
data entry into NCODA and the inclusion or exclusion of certain data types from assimilation.  
Therefore, overall, one should be careful when comparing this experiment’s results between 
NCODA_MVOI and NCODA_VAR.  However, the inconsistencies in this experiment did not 
inhibit the overall outcome of this experiment, which was to successfully demonstrate 
NCODA_VAR in an operational (real-time) setting, on an operational platform (DAVINCI), and 
for a long period of time. 
 
2.7.2 Test Area and Observations 
 
The domain of Test Case 7 contains a portion of the Caribbean and the eastern coastlines of the 
entire United States and most of Canada; encompassing 20-50° N and 275-310°E (see Figure 
7-1).  NCODA directly assimilated NAVOEANO observational data that typically flow into 
NCODA-QC in real-time, such as SSH, 2D and 3D temperature and salinity profiles, and 
satellite and ship SST observations (see Appendix A).  
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Figure 7-1: Northwest Atlantic model domain with 11 km horizontal resolution.  An SST 
analysis of NCODA-VAR for July 22, 2011 is overlaid on the map. 

 
2.7.3 Model Setup 
 
The Northwest Atlantic domain spanned 20-50° N and 275-310°E with a horizontal grid of 351 
x 301 grid points.  The coarse grid resolution of ~11 km was chosen because the test case 
analyses had to be performed daily in real-time for both NCODA-VAR and NCODA-MVOI 
with the shortest operational runtime possible.  NCODA employed 35 vertical levels and used a 
spherical horizontal grid projection.  Since no forecasting model was used in these experiments, 
the initial background analysis was provided through a cold start using GDEM v4 climatology 
to produce MODAS synthetic profiles.  Thereafter, a new NCODA analysis was computed 
every 24 hours at 00 GMT in real time by assimilating the newly acquired observations with 
the previous day’s analysis.  The data window for each analysis was +/- 12 hours of the 
analysis time.  Given this time window and the requirement to run these experiments in real 
time, the NCODA-MVOI and NCODA-VAR experiments were performed concurrently so that 
the incoming observations were the same between the two experiments.  Additionally, the 
experiments were performed late in the day in order to include most of the observations that 
came in near the +12 hour window.  This experiment was conducted from 28 May, 2010 
through 30 June, 2011. 
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The simulations were run using NCODA-MVOI, version 2.3 and NCODA-VAR versions 3.2 – 
5.0 on BABBAGE and DAVINCI platforms at the DSRC. The differences between NCODA-
VAR 3.2 and 3.43, which is the version used in the previous test cases, were negligible and did 
not significantly impact the settings used in Test Case 7.   
 
With the NCODA-MVOI experiment, a 2D analysis was performed prior to each of the 3D 
analyses.  The NCODA_VAR software, however, does not require a seperate 2D analysis, 
therefore, it was not used in this experiment.  In the Relo-NCOM experiments (Test Cases 1-4) 
the 2D analysis was included in the NCODA-3DVAR experiments to help maintain 
consistency with the NCODA-MVOI experiments.  NCODA-VAR does have the option to 
perform a separate 2D analysis, and this option should be used when ice observations are being 
assimilated.   However, ice observations were not assimilated into NCODA-VAR or NCODA-
MVOI in this test case.   
 
The namelist parameters were kept the same as in other test cases except for the following 
changes:  In oanl.h, the NCODA-MVOI model had the settings of prf_time  = 'rcpt', prf_hrs = 
240, ssh_time  = 'cycl', and ssh_hrs = 240. The NCODA-VAR set these as prf_time  = 'cycl',  
prf_hrs  = 120, ssh_time  = 'rcpt', ssh_hrs   = 120. These settings did not affect the delivery of 
the data into the model, only the time and mode of transport.  These parameters were the 
recommended settings for an operational test.  There was no optimization of the namelist 
parameters performed, and there were no model restarts executed.   
 
 
2.7.4 Results 
 
Analysis errors were calculated relative to temperature observations as shown in Figures 7-2 
and 7-3.  Figure 7-2 illustrates the time series of the average temperature bias from each daily 
analysis throughout the experiment and Figure 7-3 shows the RMS of these errors.  The 
average temperature bias includes all 2D and 3D temperature observations collected during the 
+/- 12 hour data window of each analysis.   The red curves in the figures represent the 
innovation bias/RMS error. Innovations are the average differences between the previous 
NCODA analysis and the observations about to be assimilated.  The innovations are 
considered only at the analysis time, although all of the assimilated data were collected during 
the time window.  The green curves depict residual bias/RMS error. The residuals are the 
average differences between the NCODA analysis and its newly assimilated data.  Blue curves 
show the daily differences between the temperature observations and the GDEM v4 
climatology.  The blue curves are not included in the 3DVAR plots because they are identical 
to those in the MVOI plots.   
 
Figure 7-3 also shows the overall average RMS errors over the entire experiment time period, 
shown by the magenta and cyan curves.  These results show that the average RMS error of the 
innovations was slightly smaller in the NCODA-MVOI (0.70°C verses 0.73°C) experiment.  
More importantly, the average RMS error of the residuals was significantly improved with 
NCODA-VAR (0.16°C verses 0.27°C) in comparison to NCODA-MVOI. 
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Figure 7-2: Time series of temperature bias error in NCODA-MVOI (top plot) and 
NCODA-VAR (bottom plot).  The bias between the observations and the previous 
analysis (innovations), the new analysis (residuals), and GDEM climatology are shown in 
red, green, and blue, respectively.   
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Figure 7-3: RMS of the temperature bias in NCODA-MVOI (top plot) and NCODA-VAR 
(bottom plot).  The bias between the observations and the previous analysis (innovations), 
the new analysis (residuals) and the GDEM climatology are shown in red, green and 
blue, respectively.  The magenta and cyan colored lines show the time average of the 
RMS innovation and residual errors, respectively.  
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3.0 OPERATIONAL IMPLEMENTATION 
 
3.1 Resource Requirements 
 
The HYCOM experiments were performed on the DoD Supercomputing Resource Center 
(DSRC) platform DAVINCI using 1 node (Davinci consists of 131 nodes; each node has 32 
processors with each processor utilizing a 4.7 GHz Power6 CPU and 64 GB of memory).  The 
Analysis-Only experiment was also performed on the DSRC (both BABBAGE and DAVINCI) 
using either 1 (NCODA-MVOI) or 2 (NCODA-DVAR) nodes (the reason for this difference is 
discussed in section 3.2.7). One of the Relo NCOM experiment, the Okinawa Trough with 
FGAT disabled, was run on DAVINCI.  The remaining Relo NCOM test cases were performed 
on the Grid Engine at NRL-SSC (OS - Scientific Linux 6, Dual Intel 5670 2.96 Ghz CPUs 
(eight and 12 cores per node), 40 GB QDR Infiniband interconnect) using either eight or 16 
processors (see Table B).  The COAMPS experiments were also performed on the Grid Engine 
at NRL-SSC using 32 processors.  
 
Table B summarizes the average number of observations and computation time for all of the 
test cases performed, and compares them with NCODA-VAR and NCODA-MVOI.  In the 
leftmost column of this table, the first number in brackets is the total number of NCODA 
analyses used to compute the averages, and the second number is the number of processors the 
experiment used.  Since the Relo NCOM experiments had a 24 hr update cycle, the number of 
NCODA analyses equals the number of experiment days.  Also, it should be noted that the 
number of processors used does not vary between the MVOI and 3DVAR for each of the test 
cases (except for test case 7; see section 3.2.7). 
   

Table B: Average number of observations and computation time for NCODA-MVOI and 
NCODA-3DVAR in each of the test cases.  The numbers in brackets are the number of 
analyses used in the averages and the number of processors used. 

Exper. [# of 
analyses, # of 

CPUs] 

Average Total Assimilated 
Observations per Cycle 

Average Total Time per Cycle 
[min:sec] 

MVOI 3DVar MVOI 3DVar 
Okinawa 

Trough 2007 
[93,16] 

112150  8500  14:11.5  03:29.9 

Ligurian 2010 
(outer nest) 

[53,16] 
18300  4300  00:33.4  00:59.7 

Ligurian 2010 
(inner nest)  

[62,8] 
7275  1000  01:11.9  00:23.2 

Monterey 2003 
[62,16] 2590  1190  00:47.0  00:13.4 
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Exper. [# of 
analyses, # of 

CPUs] 

Average Total Assimilated 
Observations per Cycle 

Average Total Time per Cycle 
[min:sec] 

MVOI 3DVar MVOI 3DVar 
RIMPAC 2008 

[62,8] 41410  2220  03:50.6  02:20.1 

COAMPS OT  
[184,32] 111285  8315  24:31.4  05:27.6 

HYCOM Gulf 
of Mexico 
[152,32] 

160310  38780  14:44.2  04:35.3 

Stand-Alone 
NW Atlantic 

[399,16/32/64] 
24955  50011  03:11.0  00:58.0 

 
The average wall clock times for the components of the NCODA analysis are provided in Table 
C for all of the Relo NCOM experiments.  The times in this table for each experiment add up to 
the total corresponding average times shown in Table B.  The 3D analysis portion of NCODA 
is the most time consuming component of the system.  The NCODA-VAR version ranged from 
run times that equaled MVOI, as in the Ligurian outer nest runs, to almost ten times faster in 
the Okinawa Trough.  The 3D analysis in NCODA-MVOI took up an average of 70% of the 
computation time.  For NCODA-VAR the 3D analysis took only about 30% of the computation 
time.  Clearly, the 3D analysis of NCODA-VAR was responsible for most of the computational 
savings.  The timings for the 2D analysis of MVOI and 3DVAR were similar, except for the 
Relo NCOM OT experiment, in which NCODA-VAR was almost four times faster.  The 2D 
prep and post-processing for both NCODA systems required minimal time expense.  The 3D 
prep required about the same amount of computation time, except in the OT experiment where 
the NCODA-VAR was two times faster.  For all of the test cases, the 3D NCODA post 
processing took significantly longer in the NCODA-VAR system. 
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Table C: Average computation times for the different NCODA components within NCODA-MVOI and NCODA-VAR for 
each of the Relo NCOM test cases.  

RELO 
Domain 

Average time for 24-hour Analysis Cycle [mm:ss.s] 
2D Prep 2D Analysis 2D Post 3D Prep 3D Analysis 3D Post 

MVOI 3DVar MVOI 3DVar MVOI 3DVar MVOI 3DVar MVOI 3DVar MVOI 3DVar 
OT 2007  00:06.6  00:03.6  01:06.5  00:17.8  00:02.5  00:02.9  00:50.8  00:31.3  11:13.3  01:02.2  00:51.8  02:24.3 

MREA 2010 
(outer nest) 00:03.3  00:13.7  00:03.6  00:04.8  00:00.5  00:00.2  00:06.2  00:07.4  00:13.9  00:14.5  00:06.0  00:19.0 

MREA 2010 
(inner nest) 00:01.1  00:00.7  00:03.4  00:02.6  00:00.3  00:00.2  00:02.9  00:03.3  01:00.6  00:07.1  00:03.6  00:09.3 

AOSN 2003 00:00.9  00:00.5  00:02.9  00:02.0  00:00.3  00:00.2  00:02.3  00:01.9  00:26.8  00:03.8  00:01.7  00:03.3 
RIMPAC 

2008 00:02.2  00:01.6  00:54.8  00:04.3  00:00.4  00:00.7  00:04.6  00:08.1  02:36.3  00:53.6  00:12.2  01:11.8 
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3.2 Computation Timing Studies 
 
In this section, time-histories of the computational time per NCODA cycle for NCODA-MVOI 
and NCODA-VAR were plotted for each test case. In addition, the number of observations 
ingested (read) by NCODA and the observations assimilated into the 2D and 3D analyses were 
plotted as time-histories per NCODA assimilation cycle for the two NCODA solvers. Both the 
ingested and assimilated observations were plotted to demonstrate the difference between 
NCODA-MVOI and NCODA-VAR with regard to filtering and combining observations taken 
at similar times and locations (super observations). Also, it was anticipated that the number of 
assimilated observations impacted the resulting computational time of the solvers. 
 
For the 2D analysis, SST and SSH were assimilated. For both solvers, NCODA read in SST, 
SSH, and ice (ice is not used in the experiments in this VTR) from remotely sensed (satellite) 
sources and in situ instrumentation from ships, drifting and fixed buoys, gliders, etc. In the 
case of the remotely sensed SST, these observations became copious, and reduction of 
spatially and temporally redundant observations was advantageous to computational 
efficiency. Both NCODA-MVOI and NCODA-VAR applied techniques to reduce these large 
numbers via use of super observations. In the following observation count time-histories, the 
total available (ingested) SST was plotted as “Ingested SST”.  NCODA-MVOI combined SST 
data-making super observations and reduced the “Total SST” to “MVOI Assim SST”, as 
shown on the plots.  Likewise, NCODA-VAR did the same, and the resultant assimilated SST 
for NCODA-VAR was labeled “3DVar Assim SST”. This is where a significant difference 
between the two solvers is evident. NCODA-MVOI combined (“pooled”) observations 
measured from analogous instrumentation (satellite instruments) and then thinned them via 
super observations by combining measurements made at similar times and locations. NCODA-
VAR merged “like” observation types across instrumentation and thinned based on an 
algorithm which considers the grid mesh density and horizontal-correlation length scales. 
NCODA-VAR employed this quelling algorithm by use of the input parameters “cluster” and 
“over”.  All of the experiments performed in this validation study used the default values for 
these parameters, with the exception of the Gulf of Mexico HYCOM test case, which used 
“over” values of 2 and 3 for SST and SSH, respectively. Even though “over” increased the 
number of SST and SSH super observations, the number of assimilated observations from the 
ingested SST and SSH were still reduced via clustering. As can be seen in the following time-
histories of observation counts, there was a much larger reduction in total ingested 
observations in NCODA-VAR than NCODA-MVOI. The analogous clustering (super 
observation generation) was performed on SSH.  In the plots, the total available SSH was 
labeled “Ingested SSH” and the resulting reduced number SSHs for assimilation were called 
“MVOI Assim SSH” and “3DVar Assim SSH” for the respective solvers. The use of default 
values for “cluster” and “over” resulted, at times, in a reduction of SSH by as much as a factor 
of two. It must be emphasized that the NCODA-VAR was not simply deleting more 
observations than NCODA-MVOI, but rather more effectively combining, and therefore 
reducing, redundant observations.  This allowed for increased efficiency of the solver. 
 
In the case of the 3D analysis, profile observations were read in as temperature and salinity (if 
available) with depth. For NCODA-MVOI, when salinity was unavailable, MODAS was used 
to generate synthetic salinity observations. Further, geopotential was computed for both 
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solvers. In addition to in situ profiles read by NCODA, MODAS was used with SST and SSH 
observations to generate synthetic profiles. Due to less reduction in SST and SSH in NCODA-
MVOI relative to NCODA-VAR, more synthetic profiles were generated in NCODA-MVOI. 
In the following observation count time-history plots, the total number of temperature profile 
observations is labeled as “Ingested Profile Temp Obs”. The assimilated multivariate 
observations for the 3D analyses consisted of measured and synthetic temperature (subsurface 
(profile) + SST) and salinity and derived geopotential. These multivariate observations were 
labeled “MVOI Assim Mutiv Obs” and “3DVar Assim Multiv Obs”. The NCODA-MVOI 
multivariate observations were generally an order-of-magnitude larger than the NCODA-VAR 
multivariate observations for various reasons. One explanation is that the NCODA-VAR 
performed layer averaging of the profile observations to the analysis vertical grid, whereas the 
NCODA-MVOI interpolated all profiles to the analysis vertical grid. Further, the SSTs were 
included in the multivariate observations. As discussed in the previous paragraph concerning 
the 2D analysis, NCODA-VAR more efficiently combined and reduced the SST field and thus 
significantly fewer SSTs were included in the NCODA-VAR multivariate observations than 
those in the NCODA-MVOI multivariate observations.  For every observation of temperature 
in NCODA-MVOI, there must be an associated salinity and geopotential. This condition need 
not be met in the NCODA-VAR, as geopotential is only generated for measured T-S pairs. 
Therefore, the resulting number of assimilated multivariate observations for NCODA-VAR 
was further reduced with respect to NCODA-MVOI. 
 
3.2.1 Relo NCOM Okinawa Trough Experiment 
 
All of the Relo NCOM experiments were performed with analyses occurring on a 24 hour 
update cycle.  Figure C-1 illustrates the time series of computational time of both NCODA-
MVOI and NCODA-VAR per 24 hr update cycle in the Relo NCOM Okinawa Trough test 
case.  
 

 
Figure C-1: Relo NCOM Okinawa Trough total computational time of the NCODA 
analysis per 24 hour update cycle.  NCODA-MVOI is in black and NCODA-VAR is in 
blue.   
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As discussed above, NCODA-VAR performed much more thinning of the observation-rich 
remotely sensed SST in comparison to NCODA-MVOI. This is illustrated in Figure C-2 for 
the observations ingested and assimilated into the 2D analysis. The observation counts in 
Figure C-2 (and subsequent observation count time-histories) were plotted using a logarithm 
scale on the vertical axis. The number of available and assimilated observations for different 
data types can span orders-of-magnitude for the same analysis. Even for the same data type, 
such as SST (red line), the NCODA-VAR assimilated an order-of-magnitude fewer 
observations (blue line) than NCODA-MVOI observations (black line). This is due to the 
clustering algorithm implemented by NCODA-VAR which thins SST and SSH accounting for 
grid density and horizontal correlation length scales resulting in increased reduction of 
redundant observations. 

 
Figure C-2: Okinawa Trough 2D analysis observation numbers per 24 hour update cycle 
for the complete simulation time frame.  The solid and dashed red lines are the ingested 
SST and SSH observations, respectively.  The solid and dashed black lines are the SST 
and SSH observations, respectively, that NCODA-MVOI assimilates.  The solid and 
dashed blue lines are the SST and SSH observations, respectively, that NCODA- 3DVAR 
assimilates.   
 
For the 3D analysis, the number of assimilated observations (blue line) for the NCODA-VAR 
results in essentially the same order-of-magnitude of the available in situ surface and 
subsurface temperature observations (red line) ingested from “profile” observation types 
(Figure C-3). In addition to the in situ profile temperature observations, the assimilated 
multivariate observations include the SST from the 2D processing, plus salinity and 
geopotential. The geopotential is derived where measured T, S pairs exist. For NCODA-VAR, 
the increase in observation counts due to inclusion of these additional observations is mitigated 
by the subsurface layer averaging of the profile observations to the analysis vertical grid that 
reduces the final number of subsurface in situ temperature observations. 
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The assimilated NCODA-MVOI observations (black line) are ten times the amount of 
multivariate observations assimilated by NCODA-VAR.  For NCODA-MVOI, the profile 
temperature observations (red line) are interpolated to the analysis vertical grid. Unlike the 
NCODA-VAR, which employs layer averaging on the subsurface observations, little to no 
reduction of observation counts occurs in this interpolation step. Further, the SST from the 2D 
analysis is added to the 3D observations. The 2D SST count for NCODA-MVOI is much 
greater than the 2D SST count for NCODA-VAR as discussed above. Salinity and geopotential 
are also included in the assimilated observations for NCODA-MVOI. Also unlike the 
NCODA-VAR, the NCODA-MVOI ensures salinity via MODAS for every temperature and 
derives the resulting geopotential. This results in matched temperature, salinity, and 
geopotential for every measured temperature observation, further increasing the multivariate 
observation count for NCODA-MVOI with respect to NCODA-VAR. 
 
 

 
Figure C-3: Okinawa Trough 3D analysis observation counts per 24 hour update cycle.  
The profile temperature observations ingested are in red, the NCODA-MVOI assimilated 
multivariate observations are in black and the NCODA-VAR assimilated multivariate 
observations are represented in blue. 
 
3.2.2 MREA Ligurian Sea Experiments 
 
3.2.2.1 Course Grid (Outer Nest) 
 
The outer nest of the Ligurian Sea was the only Relo NCOM experiment where the average 
computational time for NCODA-VAR exceeded that for NCODA-MVOI, although the 
averages are similar. Since the total number of assimilated observations is closer between 
NCODA-MVOI and NCODA-VAR for both the 2D and 3D analyses than for the Okinawa 
Trough, this may have resulted in closer cumulative computational times per analysis cycle. 
The computational times and 2D and 3D available and assimilated observations are shown in 
Figures D-1, D-2, and D-3, respectively. 
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Four “spikes” can be seen in the NCODA-VAR computational times in Figure D-1. Although 
these spikes are large relative to their neighboring values, they are not large in their absolute 
value. In this case, the spikes are approximately 3 minutes larger than the times of their 
adjacent day analyses. Similar spikes in absolute magnitude (1 to 3 minutes) can be seen in the 
computational times of the other experimental areas. However, they are not as prominent since 
their relative difference is smaller.  These isolated increases in computational time are believed 
to be due to local (in time) inefficient execution of parallelized code on the local NRL-SSC grid 
engine. Some spikes that were larger in absolute magnitude (> 10 minutes) occurred in the Relo 
NCOM Okinawa Trough simulation. Those days were rerun, and the spikes did not reoccur. 
 

 
Figure D-1: MREA Ligurian Sea Outer Nest total computational time for NCODA 
analyses per 24 hour update cycle.  NCODA-MVOI is in black and NCODA-VAR is in 
blue.   
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Figure D-2: MREA Ligurian Sea Outer Nest 2D analysis observation numbers per 24 
hour update cycle for the complete simulation time frame.  The solid and dashed red 
lines are the ingested SST and SSH observations, respectively.  The solid and dashed 
black lines are the SST and SSH observations, respectively, that NCODA-MVOI 
assimilates.  The solid and dashed blue lines are the SST and SSH observations, 
respectively, that NCODA-3DVAR assimilates.   
 

 
Figure D-3:  MREA Ligurian Sea Outer Nest 3D analysis observation counts per 24 hour 
update cycle.  The ingested profile temperature observations are in red, the NCODA-
MVOI assimilated multivariate observations are in black and the NCODA-VAR 
assimilated multivariate observations are represented in blue. 
 
3.2.2.2   Inner Nest 
 
The computational time and available and assimilated observations for the 2D and 3D analyses 
for NCODA-MVOI and NCODA-VAR of the inner nest of the Ligurian Sea simulation are 
shown in Figures D-4, D-5, D-6, respectively. As the 3D assimilated observations become 
slightly more consistent during latter August, the computational time increases for NCODA-
MVOI (Figure D-4). This correlation is even more evident in the results for AOSN, Monterey 
Bay (Section 3.2.3). 
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Figure D-4: MREA Ligurian Sea Inner Nest total computational time for NCODA 
analyses per 24 hour update cycle.  NCODA-MVOI is in black and NCODA-VAR is in 
blue. 
 

 
Figure D-5: MREA Ligurian Sea Inner Nest 2D analysis observation numbers per 24 
hour update cycle for the complete simulation time frame.  The solid and dashed red 
lines are the ingested SST and SSH observations, respectively.  The solid and dashed 
black lines are the SST and SSH observations, respectively, that NCODA-MVOI 
assimilates.  The solid and dashed blue lines are the SST and SSH observations, 
respectively, that NCODA-3DVAR assimilates.   
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Figure D-6:  MREA Ligurian Sea Inner Nest 3D analysis observation counts per 24 hour 
update cycle.  The ingested profile temperature observations are in red, the NCODA-
MVOI assimilated multivariate observations are in black and the NCODA-VAR 
assimilated multivariate observations are represented in blue. 
 
3.2.3 AOSN Monterey Bay Experiments 
 
The computational time and available and assimilated observations for the 2D and 3D analyses 
for NCODA-MVOI and NCODA-VAR of the Monterey Bay simulation are shown in Figures 
E-1, E-2, and E-3, respectively.  The correlation between the number of 3D assimilated 
observations and computational time for NCODA-MVOI is quite evident for this experiment. 
As the abundant 3D assimilated observations (Slocum and Spray gliders) decrease at the end 
of August and stop in early September (Figure E-3), an analogous decrease in the NCODA-
MVOI computational time occurs (Figure E-1). The NCODA-VAR computational time is 
essentially consistent throughout. Since the Relo NCOM computational domain for the 
Monterey Bay is small, there are fewer remotely sensed SST and SSH data relative to the other 
experiments. Thus, far fewer MODAS synthetics were generated (Figure E-3). As the number 
of 3D assimilated observations dropped to less than 100 per update cycle (through loss of 
gliders data and non-available synthetics), the computational time of NCODA-MVOI was 
impacted.  The NCODA-VAR SSH observations dropped from 10 per day to one per day from 
2 to 12 August. Although this appears to be a large relative drop, this is only a reduction of 
nine SSH measurements per day; and NCODA-VAR had already reduced the SSH count an 
order-of-magnitude from the NCODA-MVOI SSH count. 
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Figure E-1: AOSN Monterey Bay total computational time for the NCODA analyses per 
24 hour update cycle.  NCODA-MVOI is in black and NCODA-VAR is in blue. 
 

 
Figure E-2: AOSN Monterey Bay 2D analysis observation numbers per 24 hour update 
cycle for the complete simulation time frame.  The solid and dashed red lines are the 
ingested SST and SSH observations, respectively.  The solid and dashed black lines are 
the SST and SSH observations, respectively, that NCODA-MVOI assimilates.  The solid 
and dashed blue lines are the SST and SSH observations, respectively, that NCODA-
3DVAR assimilates.   
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Figure E-3:  AOSN II Monterey Bay 3D analysis observation counts per 24 hour update 
cycle.  The ingested profile temperature observations are in red, the NCODA-MVOI 
assimilated multivariate observations are in black and the NCODA-VAR assimilated 
multivariate observations are represented in blue. 
 
3.2.4 RIMPAC Hawaii Experiments 
 
The computational time and available and assimilated observations for the 2D and 3D analyses 
for NCODA-MVOI and NCODA-VAR of the RIMPAC simulation are shown in Figures F-1, 
F-2, and F-3, respectively.  During the RIMPAC experiment, the availability of remotely 
sensed SST (Figure F-2) and the generation of MODAS synthetics (Figure F-3) were 
consistent throughout the simulation. The computational times were also fairly consistent 
throughout the experiment time period (Figure F-1). Even though, the 2D assimilated 
observations for NCODA-VAR were more than 10 times less than those for NCODA-MVOI 
(Figure F-2). 
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Figure F-1: RIMPAC Hawaii total computational time for the NCODA analyses per 24 
hour update cycle.  NCODA-MVOI is in black and NCODA-VAR is in blue. 
 
 
 
 

 
 

Figure F-2: RIMPAC Hawaii 2D analysis observation numbers per 24 hour update cycle 
for the complete simulation time frame.  The solid and dashed red lines are the ingested 
SST and SSH observations, respectively.  The solid and dashed black lines are the SST 
and SSH observations, respectively, that NCODA-MVOI assimilates.  The solid and 
dashed blue lines are the SST and SSH observations, respectively, that NCODA-3DVAR 
assimilates.   
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Figure F-3:  RIMPAC Hawaii 3D analysis observation counts per 24 hour update cycle.  
The ingested profile temperature observations are in red, the NCODA-MVOI assimilated 
multivariate observations are in black and the NCODA-VAR assimilated multivariate 
observations are represented in blue. 
 
3.2.5 COAMPS Okinawa Trough Experiments 
 
The computational times for the COAMPS Okinawa Trough shown in Figure G-1 are very 
similar to the results determined from the Relo NCOM experiment (see Figure C-1). This may 
be expected since the COAMPS experiment ingested the same observations as the Relo 
NCOM simulation of the Okinawa Trough (Figures C-2, C-3) although the assimilation was at 
twice the frequency (12-hour analysis cycle for COAMPS). The average total time for 
NCODA-MVOI was approximately 23.5 minutes while the same for NCODA-VAR was 5 
minutes. The Relo NCOM experiment, however, took an average of 14 minutes for NCODA-
MVOI and 3 minutes for NCODA-VAR (Table B). In the case of COAMPS using the 12-hour 
update cycle, the computational time savings of the NCODA-VAR was especially beneficial 
since the analysis was run twice as many times for the same modeling time period as Relo 
NCOM.   
 
The available and assimilated observations for the 2D and 3D analyses for NCODA-MVOI 
and NCODA-VAR COAMPS simulation are shown in Figures G-2, and G-3, respectively.  
Comparison of these figures with the corresponding figures from the Relo NCOM Okinawa 
Trough experiment (Figures C-2 and C-3) reveals that they have similar trends.  However, 
since the COAMPS update cycle is every 12 hours, there are twice as many data points on 
these figures making them appear noisier.  Also, the number of observations per cycle that are 
available and being assimilated is smaller.   
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Figure G-1: COAMPS Okinawa Trough total computational time for the NCODA 
analyses per 12 hour update cycle.  NCODA-MVOI is in black and NCODA-VAR is in 
blue.   
 

 
Figure G-2: COAMPS Okinawa Trough 2D analysis observation counts per 24 hour 
update cycle.  The ingested profile temperature observations are in red, the NCODA-
MVOI assimilated observations are in black and the NCODA-VAR assimilated 
observations are represented in blue. 
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Figure G-3: COAMPS Okinawa Trough 3D analysis observation counts per 24 hour 
update cycle.  The ingested profile temperature observations are in red, the NCODA-
MVOI assimilated multivariate observations are in black and the NCODA-VAR total 
assimilated multivariate observations are represented in blue. 
 
3.2.6 HYCOM Gulf of Mexico Experiments 
 
For the HYCOM simulation of the Gulf of Mexico 2010, the resulting NCODA-MVOI total 
computational time was three times that for NCODA-VAR (Figure H-1). The 2D and 3D 
assimilated observations are shown in Figures H-2 and H-3. In Figure H-2, there was a 
significant drop-off in the number of available SST observations around the middle of 
September.  Whereas, the number of SSH observations available and assimilated were 
consistent throughout the simulation period. The 2D analysis was not executed in the 
NCODA-VAR simulation; therefore, these observation counts were not available and were not 
included in figure H-2.  In Figure H-3, it is apparent that the number of 3D observations 
assimilated by both NCODA systems was consistent throughout the time period, even though 
the number of available profiles peaked around the middle of July. 
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Figure H-1: HYCOM Gulf of Mexico total computational time for the NCODA analyses 
per 24 hour update cycle.  NCODA-MVOI is in black and NCODA-VAR is in blue.   
 
 

 
Figure H-2:  HYCOM Gulf of Mexico 2D analysis observation counts per 24 hour update 
cycle.  The number of ingested 2D observations is in red and the number of assimilated 
observations by NCODA-MVOI is in black.  SST counts are solid and SSH counts are 
dashed.  NCODA-3DVAR did not perform a 2D analysis; therefore, its counts were 
unavailable. 
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Figure H-3:  HYCOM Gulf of Mexico 3D analysis observation counts per 24 hour update 
cycle.  The number of ingested profile temperature observations is in red and the number 
of multivariate observations assimilated by NCODA-MVOI and NCODA-VAR are in 
black and blue respectively. 

 
3.2.7 NCODA Analysis-Only Northwest Atlantic Experiments 
 
NCODA analyses were performed in 24 hour increments on the DSRC using NCODA-MVOI 
and NCODA-VAR. Timing statistics were collected for the year long experiment and are 
shown in Figure I-1.  In this figure, the black curve shows the total computation time as a time 
series for each NCODA-MVOI analysis and the blue curve shows the same series for 
NCODA-VAR.  It should be noted that NCODA-MVOI performed a separate 2D analysis, 
whereas NCODA-VAR did not.  However, as shown in Table C, the portion of computation 
time spent for the 2D analysis is relatively small.  Also, the number of processors used in the 
two experiments was different.  NCODA-MVOI was performed on one node (16 and 32 
processors on Babbage and Davinci respectively) and NCODA-VAR was performed on two 
nodes (32 and 64 processors on Babbage and Davinci respectively).  This discrepancy is 
because this particular experiment was initiated prior to the establishment of the metrics for 
this validation testing and it was not known that computational efficiency was going to be a 
requirement.  However, this should not have a significant impact on the overall comparison of 
computational efficiency between the two versions of NCODA, because, as suggested below 
in section 3.3, the computation time for the NCODA-VAR does not improve significantly 
between 16 and 32 processors and hardly at all between 32 and 64 processors.  The results in 
Figure I-1 show that on average the NCODA-VAR was roughly 3.3 times faster than NCODA-
MVOI, and the significant decrease in computation time near October 1, 2010 was when the 
experiments were switched from BABBAGE to DAVINCI and the number of processors was 
doubled. 
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Figure I-1: Total computation time of the NCODA analysis per 24 hour update cycle.  
NCODA-MVOI is in black and NCODA-VAR is in blue.  
 
In test cases 1 through 6, NCODA-MVOI assimilated roughly an order of magnitude more 
observations than the 3DVAR. Conversely, in the NW Atlantic experiment, NCODA-VAR 
assimilated about twice as many observations as MVOI (Figure I-2).  There are three reasons 
for the significant increase in observations for the NCODA-VAR experiment.  First, NCODA-
VAR assimilated additional SST data from the AMSRE, AATSR, MSG, and GOES11 
satellites (Appendix A) that were not included in the MVOI simulation.  Secondly, the level of 
clustering (oanl namelist parameter “cluster”) was decreased to 0.5 from its default value of 
1.0 in the NCODA-VAR experiment to help compensate for the relatively coarse grid 
resolution.  The final and most important reason that NCODA-MVOI had fewer observations 
is because the parameter ‘st_grd’ was set to ‘true’ in this experiment; in test cases 1-6, this 
parameter was set to false.  With ‘st-grd’ set to true, NCODA-MVOI reduces the number of 
observations by creating super-observations of SST and synthetic profiles on a grid that is a 
function of the model grid. 
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Figure I-2: NW Atlantic 3D analysis observation counts per 24 hour update cycle.  The 
number of temperature observations assimilated by NCODA-MVOI and NCODA-VAR 
are in black and blue, respectively. 
 
3.3 Scaling Study 
 
To quantify performance of the NCODA-VAR code in a parallel environment, the Relo 
NCOM experiment on the Okinawa Trough 2007 was used in a scaling study. The simulation 
in this case was run as analysis-only (NCODA cycling on itself, using prior analyses as 
background fields vice forecast fields computed from NCOM) and was conducted on the NRL-
SSC grid engine. Both NCODA-MVOI and NCODA-VAR were cycled in the study. Each 
solver was run beginning 01 September from their respective restart file on 31 August (from 
the Relo NCOM experiments in Test Case 1) and run through 01 October (31 cycles). This was 
repeated eight times for a number of CPUs = 1, 4, 8, 12, 24, 36, 48, and 60. The NRL-SSC has 
both 8 and 12 CPUs/node machines. All simulations in the scaling study were forced to run on 
the 12 CPUs/node machines. 
 
Figure J-1 plots the average total computational time per analysis for NCODA-MVOI and 
NCODA-VAR versus the number of CPUs used in the simulation. Both of the NCODA 
solvers scale well with increasing number of CPUs. There does not appear to be significant 
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improvement for the simulations run with 36 or more CPUs for both of the solvers. The 
NCODA-MVOI running serially was particularly slow in comparison to the parallel runs. The 
NCODA-VAR serial run was ~2.5 times slower than its analogous simulation running in 
parallel with 4 CPUs, but the overall average time for the NCODA-VAR serial run was only 
07 minutes 10 sec. 
 

 
Figure J-1:  Relo NCOM Okinawa Trough scaling results.   
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4.0 FUTURE WORK 
 
Development is continuing on the following components of the NCODA-VAR system. These 
developments are in varying stages of completion.  
 
4.1 Analysis Quality Control  
 
Currently, the NCODA-VAR data prep program flags observations as suspect based on a 
background tolerance check that only considers observations in isolation. However, the 
iterative solution of the variational analysis can be used to evaluate these suspect observations 
for consistency across all other observations in the analysis by checking the fit of the analysis 
to the suspect data during one or more of the solver iterations. In this way, an observation 
considered suspect in isolation may be validated after some number of iterations because the 
interim solution using other near-by data has found the otherwise suspect observation to be 
consistent. The advantage of doing data quality control in the analysis is that it takes into 
account the full error covariance used in the assimilation. The cost to the analysis when the 
quality control is turned on is a few more iterations of the conjugate gradient solver.  
 
4.2 Assimilation Adjoint  
 
Development of the adjoint of the NCODA-VAR variational assimilation system is complete 
and is currently being tested. The adjoint of the assimilation will be used in conjunction with 
the adjoint of HYCOM and NCOM to determine the impact of observational data on the 
reduction of the model forecast error. Work continues on adapting the assimilation adjoint to 
process multiple forecast error cost functions in order to assess the impact of different ocean 
observing systems.  
 
4.3 Radiance Assimilation  
 
Direct assimilation of infrared and microwave satellite SST radiances is being added to the 
NCODA 3DVar. Radiance assimilation will require the addition of the Community Radiative 
Transfer Model (CRTM) as an observation operator in NCODA-VAR. The use of CRTM will 
allow NCODA-VAR to produce a true skin-SST analysis for use in the NOGAPS and 
COAMPS weather models and in the coupled COAMPS/NCOM model.  
 
4.4 ISOP Implementation  
 
Future developments for NCODA include use of vertical covariances developed under the 
Improved Synthetic Ocean Profiles (ISOP) effort, designed to replace the MODAS synthetics 
presently used within NCODA. To achieve an accurate representation while preserving the 
gradient properties important for acoustic propagation, the ISOP system represents the ocean 
in three layers: a surface mixed layer, an active interior layer constructed using a one-
dimensional variational technique, and a deep layer providing relaxation from the interior layer 
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to climatology. The ISOP empirical orthogonal functions (EOFs) are derived from the 
variational approach and use a joint minimization of temperature and salinity values and their 
gradients. When used in NCODA cycling with a forecasting ocean model, ISOP uses surface 
observations and the model forecast and uncertainty in determining the temperature and 
salinity synthetic profiles. Initially, ISOP will provide synthetics to be treated as observations 
within the variational assimilation. Subsequent transitions will allow ISOP to directly inform 
three-dimensional multivariate error covariances between the model and observations. 
 
4.5 Conjugate Gradient Solver 
 
The current form of the conjugate gradient (CG) solver is not optimal because the number of 
iterations required for a convergent solution can be large.  More importantly, extra iterations 
are often required to overcome rounding errors.  A new flexible conjugate gradient (FCG) 
solver is being implemented in the 3DVar.  It has greater flexibility in handling different types 
of pre-conditioning.  The FCG solver differs from the standard CG solver in that an explicit re-
orthogonalization of the search direction vector is performed at each iteration.  The extra 
computational cost to form the scalar dot products required in the re-orthogonalization step is 
relatively small compared to the cost of calculating additional matrix-vector products when 
performing additional iterations.  The current form of the CG solver and the new FCG method 
obtain identical results in exact arithmetic.  However, in finite-precision arithmetic, the FCG 
method gives an improved solution from the re-orthogonalization step.  
 
4.6 FGAT Capability 
 
The current version of NCODA-VAR (ver. 3.43) is capable of employing the FGAT technique 
when applied to Relo NCOM, and it performed well in those test cases presented in this report 
(Sections 2.1 to 2.4). HYCOM is also able to use FGAT.  However, COAMPS is currently 
unable to use the FGAT capability because FGAT is not compatible with the NCODA-
CONVERT subroutine; Relo NCOM and HYCOM do not use the NCODA-CONVERT 
routine.  The NCODA-CONVERT code soon will be adjusted to read in the proper format of 
NCOM forecast fields required by COAMPS. 
 
The current FGAT capability may exhibit some deficiencies when running NCODA in real-
time operational mode.  All of the test cases here were performed in hindcast, meaning that all 
observational data sets were available prior to the commencement of each experiment.  For 
example, in the Relo NCOM experiments, which used a 24 hour update cycle, each analysis 
had a 24 hour data window (+/- 12 hours of the analysis time) and all of the pre-processed data 
for the given time period were used in the assimilation.   With FGAT turned on, the 
innovations for each observation are compared to the NCOM forecast that is closest in time to 
the observation (NCOM forecasts are saved in 3 hour increments).  With FGAT off, all 
innovations are computed with the NCOM forecast at the analysis time.   
 
In a real-time operational setting, the data arrives with time lags that can vary significantly. 
Some data come in late and miss the time frame of their appropriate data window. These are 
held over and applied in the next analysis, even though their collection time doesn't fall within 
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that particular data window.  Currently, FGAT can only use forecast fields within the correct 
data window for a particular analysis.  With late data there is not a forecast field at an 
appropriate time with which to compute the innovation.  In this situation FGAT would use the 
oldest forecast available (for a 24 hr update cycle, this would be the 12 hr forecast from the 
previous analysis) to compute the innovation, regardless of how late it is.  These scenarios may 
cause biases and decrease the predictive skill of NCODA if they occur too frequently.  NRL is 
currently seeking a solution to this issue. 
 
4.7  Multiscale 
 
A branch of NCODA-VAR is currently under development that will provide the capability to 
perform a multiscale analysis.  This system will consider the resolution of observations, the 
numerical model, the analysis system and the dynamics that it supports.  The error levels and 
correlations of observations, the model and the analysis change depending on the scales that 
they are designed to resolve.  With observation systems coming online that resolve high 
resolution ocean features, the capability now exists to take advantage of dual stage multiscale 
analysis, at both a lower and higher resolution.  These localized data can be utilized to correct 
scales in the system supported by other coarser observations.  Likewise, high resolution nests 
are being run operationally down to 200m in NCOM, and the model may represent physical 
processes that may not be supported by the observations.  Features that are not resolved by 
observations and are not deterministic become errors in the model and representation error in 
the observation system.  In this scenario, the multiscale analysis system would be able to use the 
information from coarse-resolution observations to correct just the features of the model that 
have similar scales as the observations.  This multiscale analysis work is presently funded under 
6.2 research. 
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5.0 CONCLUSION  
 
This report summarizes validation experiments performed to ensure that the latest version of 
the NCODA system (ver. 3.43), a 3D variational data assimilation scheme, is an improvement 
over the current operational NCODA version 2.3, which employs an MVOI function. A suite of 
metrics were established to gauge the robustness, prediction skill, and computational efficiency 
of the two models.  Within these guidelines, both versions of NCODA (MVOI and 3DVAR) 
were applied and tested in stand-alone mode and within three operational prediction systems 
currently used by the Navy- Relo NCOM, HYCOM, and COAMPS.  Test case regions were 
chosen based on Navy relevance, dynamic features, and the amount of observational data 
available for validation:  the Gulf of Mexico, the Okinawa Trough, Ligurian Sea, Hawaii, 
Monterey Bay, and the northwest Atlantic.  Each experiment spanned multiple months of data 
with update cycles every 24 hrs (12 hrs for COAMPS).  All test cases ran successfully to 
completion without crashing or requiring a restart.   
 
The overall prediction skill of NCODA-VAR, in terms of its analysis and forecast of 
temperature and salinity, sonic layer depth, acoustic trapping, and surface currents, showed 
slight improvements over the NCODA-MVOI version.  In most of the experiments, particularly 
the Okinawa Trough, the NCODA-VAR showed significantly improved performance over 
NCODA-MVOI.  However, in the RIMPAC test case, the NCODA-MVOI performed about the 
same or slightly better than the NCODA-VAR.  Table D provides the average RMS errors of 
temperature from each test case.  

 
In terms of computational efficiency, NCODA-VAR was faster, on average, than NCODA-
MVOI in all of the experiments, except for the coarse Ligurian Sea simulation.  The increased 
efficiency of NCODA-VAR is primarily due to the fact that it contains additional data 
processing tools, such as data thinning and 2D super observations to increase efficiency. The 
NCODA-MVOI performs thinning within each individual satellite system, whereas, the 
NCODA-VAR thins across all satellite systems that are measuring the same analysis variable.  
In this way, the NCODA-VAR analysis removes much of the redundancy in the data that 
occurs when different satellites are measuring the same thing in the same location at the same 
time. This results in fewer 2D observations being assimilated.  This new data thinning software 
is designed to determine the optimal thinning parameters for a given region and dataset 
without significantly impacting the prediction skill (as long as the default parameters are used).  
This aspect was thoroughly tested with the Gulf of Mexico HYCOM experiment (not shown).  
Also, NCODA-VAR does not require that the 2D analysis be performed separately (as long as 
ice data is not being assimilated), therefore resulting in a slight increase in efficiency over 
NCODA-MVOI.  The HYCOM NCODA-VAR experiment was performed in this manner.  
The Relo NCOM and COAMPS NCODA-VAR experiments performed the 2D analysis 
separate from the 3D analysis, because that is the default setting.  Finally, the 3DVAR 
assimilation solver is more efficient than the MVOI solver.  It is important to note that in the 
NW Atlantic experiment NCODA-VAR assimilated more observations but it still ran faster 
than NCODA-MVOI. 
 
 



 

120 
 

 

Overall, the applications of NCODA-VAR (ver. 3.43) in stand-alone mode and with HYCOM, 
COAMPS and Relo NCOM had improved performance, both in terms of computational 
efficiency and average RMS errors of temperature and salinity, relative to similar applications 
of NCODA-MVOI (ver. 2.3).    
 

Table D: Average temperature RMS errors from all of the test cases performed in this 
validation study. 

Test Case Area/ 
Program 

Average Temperature RMS Errors (°C) 

1 
Relo NCOM 
Okinawa 
Trough (2007) 

 Relative to Unassimilated Glider Data 
Analysis 24 hr forecast 48 hr forecast 

NCODA-MVOI 0.76 0.74 0.73 
NCODA-3DVAR 0.64 0.61 0.61 
NCODA-3DVAR 
(w/ FGAT off) 

0.65 0.63 0.62 

 Relative to Assimilated AXBT Data 
Analysis 24 hr forecast 48 hr forecast 

NCODA-MVOI 0.41 0.51 0.69 
NCODA-3DVAR 0.40 0.45 0.57 
NCODA-3DVAR 
(w/ FGAT off) 

0.36 0.45 0.57 

2 

Relo NCOM 
Ligurian Sea 
Inner Nest 
(MREA10)  

 Relative to Assimilated Glider Data 
Analysis 24 hr forecast 48 hr forecast 

NCODA-MVOI 0.28 0.38 0.49 
NCODA-3DVAR 0.32 0.41 0.51 

3 
Relo NCOM 
Monterey Bay 
(AOSN2) 

 Relative to Assimilated Slocum Glider 
Data 

Analysis 24 hr forecast 48 hr forecast 
NCODA-MVOI 0.97 1.04 1.12 
NCODA-3DVAR 0.97 1.02 1.08 
 Relative to Assimilated Spray Glider Data 

Analysis 24 hr forecast 48 hr forecast 
NCODA-MVOI 0.26 0.35 0.42 
NCODA-3DVAR 0.27 0.33 0.40 

4 
Relo NCOM 
Hawaiian Ridge 
(RIMPAC 08) 

 Relative to All Assimilated Profile Data
Analysis 24 hr forecast 48 hr forecast 

NCODA-MVOI 0.55 0.60 0.65 
NCODA-3DVAR 0.56 0.60 0.65 

5 COAMPS  
fully coupled 

 Relative to Unassimilated Glider Data 
Analysis 12hr forecast  
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Test Case Area/ 
Program 

Average Temperature RMS Errors (°C) 

Okinawa 
Trough (2007) 

NCODA-MVOI 0.78 0.77 
NCODA-3DVAR 0.65 0.63 
 Relative to Assimilated AXBT Data 

Analysis 12hr forecast  
NCODA-MVOI 0.45 0.51 
NCODA-3DVAR 0.40 0.43 

6 

Regional 
HYCOM, Gulf 
of Mexico, 
2010 BP oil 
spill 

 Relative to Assimilated AXBT Data 
 24 hr forecast  

NCODA-MVOI 0.86 
NCODA-3DVAR 0.85 

7 

Northwest 
Atlantic 

 Relative to Assimilated Data 
Analysis  

 
 

 
NCODA-MVOI 0.27 
NCODA-3DVAR 0.16 
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8.0 NOTES 
8.1  Acronyms and Abbreviations 

Acronym Description 
3D-VAR Three-dimensional VARiational data assimilation 
AATSR Advanced Along-Track Scanning Radiometer 
AMSR-E Advanced Microwave Scanning Radiometer-Earth Observing 

System 
AOSN Autonomous Ocean Sampling Network 
AUV Autonomous Underwater Vehicle 
AVHRR Advanced Very High Resolution Radiometer 
AXCTD Aerial Expendable Conductivity Temperature and Depth 

instrument 
BT BathyThermograph 
CAAPS Centralized Atmospheric Analysis and Prediction System 
CC California Current 
CC Correlation Coefficient 
CH Cooper-Haines technique 
CMAN Coastal-Marine Automated Network 
COAMPS Coupled Ocean and Atmospheric Mesoscale Prediction System 
CPUs Central Processing Units 
CTD Conductivity, Temperature and Depth 
CU California Undercurrent 
DBDB2 Digital Bathymetric Database, resolution 2 km 
DEM Digital Elevation Model 
DoD Department of Defense 
DSRC DoD Supercomputing Resource Center 
ECMWF European Centre for Medium-Range Weather Forecasts 
ENVISAT Environmental Satellite 
EOF Empirical Orthogonal Functions 
ERS2 European Remote Sensing Satellite 
ESMF Earth System Modeling Framework 
FGAT First Guess at Appropriate Time 
FNMOC Fleet Numerical Meteorology and Oceanography Center 
GAC Global Area Coverage 
GDEM Global Digital Elevation Model 
GFO Geosat Follow-On 
GISS Goddard Institute for Space Studies model 
GNCOM Global Navy Coastal Ocean Model  
GOES Geostationary Operational Environmental Satellite 

http://www.google.com/url?sa=t&source=web&cd=9&sqi=2&ved=0CGIQFjAI&url=http%3A%2F%2Fen.wikipedia.org%2Fwiki%2FEuropean_Centre_for_Medium-Range_Weather_Forecasts&rct=j&q=ECMWF&ei=eUTpTfzzBOTj0QHooNSfAQ&usg=AFQjCNGgAUY6gQ15ZW6dgi7ra8Vrz5iuXA&cad=rja�
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Acronym Description 
GOM Gulf of Mexico 
GVC General Vertical Coordinate 
HPCMP High Performance Computing Modernization Program 
HYCOM HYbrid Coordinate Ocean Model 
I/O Input/Output 
IC Inshore Countercurrent 
IP Internet Protocol 
ISOP Improved Synthetic Ocean Profiles 
JUA Journal of Underwater Acoustics 
KPP K-Profile Parameterization 
LAC Local Area Coverage 
LASIE07 Ligurian Air-Sea Interaction Experiment 
MB Mean Bias 
MBARI Monterey Bay Aquarium Research Institute 
METOP Polar Orbiting Meteorological satellites 
MLD Mixed Layer Depth 
MMS Minerals Management Service 
MODAS Modular Ocean Data Assimilation System 
MPI Message Passing Interface 
MREA Marine Rapid Environmental Assessment 
MVOI Multi-variate Optimum Interpolation 
MYL2/2.5 Mellor-Yamada (vertical mixing) Level 2/2.5 
NASA National Aeronautics and Space Administration 
NAVDAS NRL Atmospheric Variational Data Assimilation System 
NAVOCEANO Naval Oceanographic Office 
NCAR National Center for Atmospheric Research 
NCEP National Centers for Environmental Prediction  
NCODA Navy Coupled Ocean Data Assimilation 
NCOM Navy Coastal Ocean Model 
NetCDF  Net Common Data Format 
NOAA National Oceanographic and Atmospheric Administration 
NOGAPS Navy's Operational Global Atmospheric Prediction System  
NRL Naval Research Laboratory 
NRLMRY Naval Research Laboratory, Monterey 
NRLSSC Naval Research Laboratory, Stennis Space Center 
NURC NATO Undersea Research Centre 
OTIS Oregon Tidal Inverse Software 
PALACE Profiling Autonomous Lagrangian Current Explorer 
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Acronym Description 
PBL Planetary Boundary Layer height 
POM Princeton Ocean Model 
PSU Practical Salinity Unit 
PWP Price-Weller-Pinkel Dynamical Instability Model 
Relo NCOM Relocatable Navy Coastal Ocean Model 
RIMPAC Pacific Rim 
S Salinity 
SLD Sonic Layer Depth 
SOAR Second Order AutoRegressive 
SSH (A) Sea Surface Height (Anomaly) 
SSM/I Special Sensor Microwave/Imager 
SSS Sea Surface Salinity 
SST Sea Surface Temperature 
SVN Subversion 
SWAFS Shallow Water Analysis and Forecasting System 
SWH Significant Wave Height 
SZM Sigma/Z model 
T Temperature 
TESAC Temperature, Salinity, and Current report 
TOPEX TOPEX/Poseidon 
TRMM Tropical Rainstorm Measuring Mission 
UM University of Mississippi 
UTC Coordinated Universal Time 
VTR Validation Test Report 
WMO World Meteorological Organization 
WOCE World Ocean Circulation Experiment 
WW3 WaveWatch III 
XBT Expendable BathyThermograph 
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Appendix A: NAVOCEANO Data Stream Observational Data Types  

NCODA_VAR Observational Data Types  

No. Description 
 

Instrumentation 
Error  

Representative  
Scale  

0 All Data Combined 1.0 1 

1 Bathy Temperatures (°C) 0.12 1 

2 NOAA14 Day GAC SST (°C) 0.31 8 

3 Ship Engine Room Intake (°C) 1.30 3 

4 Fixed Buoy Temperature (°C) 0.05 1 

5 Drifting Buoy (°C) 0.12 1 

6 NOAA14 Night GAC SST (°C) 0.26 8 

7 NOAA14 Relaxed Day GAC SST (°C) 0.49 8 

8 SSM/I F11 Ice (%) 5.0 25 

9 SSM/I F13 Ice (%) 5.0 25 

10 SSM/I F14 Ice (%) 5.0 25 

11 Supplemental Ice (%) 30.0 55 

12 TOPEX (M) 0.03 7 

13 ERS2 (M) 0.08 7 

14 Geosat Follow On (GFO) (M) 0.10 7 

15 MODAS Temperature (°C) 1.0 14 

16 GDEM 3D Climatology (°C) 1.0 27 

17 GOES8 Day SST (°C) 0.49 12 

18 GOES8 Night SST (°C) 0.31 12 

19 Direct Method Temperature (°C) 1.0 1 

20 TESAC Temperature (°C) 0.01 1 

21 SHIP Bucket (°C) 1.21 1 
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NCODA_VAR Observational Data Types  

No. Description 
 

Instrumentation 
Error  

Representative  
Scale  

22 SHIP Hull Sensor (°C) 0.64 1 

23 CMAN SST (°C) 1.10 1 

24 NOAA15 Day GAC SST (°C) 0.31 8 

25 NOAA15 Night GAC SST (°C) 0.26 8 

26 NOAA15 Relaxed Day GAC SST (°C) 0.49 8 

27 Mechanical BT (°C) 0.55 1 

28 Hydrocast BT (°C) 0.31 1 

29 SSM/I F15 Ice (%) 5 25 

30 In Situ Sea Surface Height Anomaly (M) 0.01 1 

31 SSM/I Ice Shelf 30 25 

32 TESAC Salinity (PSU) 0.01 1 

33 MODAS Salinity (PSU) 1.0 14 

34 TRACK OB Temperature (°C) 0.30 1 

35 TRACK OB Salinity (PSU) 1.0 1 

36 Argo Float Temperature (°C) 0.02 1 

37 Argo Float Salinity (PSU) 0.01 1 

38 Supplemental MODAS Temperature (°C) 1.0 14 

39 Supplemental MODAS Salinity (PSU) 1.0 14 

40 Supplemental SSHA(M) 1.0 7 

41 Supplemental Sea Ice SST (°C) 30 25 

42 SST Super Ob (°C) 0.30 12 

43 NOAA16 Day GAC SST (°C) 0.31 8 

44 NOAA16 Night GAC SST (°C) 0.26 8 
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NCODA_VAR Observational Data Types  

No. Description 
 

Instrumentation 
Error  

Representative  
Scale  

45 NOAA16 Relaxed Day GAC SST (°C) 0.49 8 

46 SST Derived Surface Salinity (PSU) 2.5 2 

47 GOES10 Day SST (°C) 0.49 12 

48 GOES10 Night SST (°C) 0.31 12 

49 Direct Method Salinity (PSU) 1.0 1 

50 Extended Temperatures (°C) 0.5 12 

51 Extended Salinity (PSU) 1.0 12 

52 Fixed Buoy Salinity (PSU) 0.01 1 

53 Jason-1 SSH (M) 0.03 7 

54 Drifting Buoy Salinity (PSU) 0.02 1 

55 ENVISAT SSH (M) 0.08 7 

56 NOAA17 Day GAC SST (°C) 0.31 8 

57 NOAA17 Night GAC SST (°C) 0.26 8 

58 NOAA17 Relaxed Day GAC SST (°C) 0.49 8 

59 NOAA16 Day LAC SST (°C) 0.31 2 

60 NOAA16 Night LAC SST (°C) 0.26 2 

61 NOAA17 Day LAC SST (°C) 0.49 2 

62 NOAA17 Night LAC SST (°C) 0.31 2 

63 ERS2 SWH (M) 0.50 7 

64 TOPEX SWH (M) 0.50 7 

65 GFO SWH (M) 0.50 7 

66 Jason-1 SWH (M) 0.50 7 

67 Envisat SWH (M) 0.50 7 
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NCODA_VAR Observational Data Types  

No. Description 
 

Instrumentation 
Error  

Representative  
Scale  

68 Fixed Buoy SWH (M) 0.20 1 

69 AMSRE Day Microwave SST (°C) 0.71 25 

70 GOES12 Day SST (°C) 0.49 12 

71 GOES12 Night SST (°C) 0.31 12 

72 AMSRE Night Microwave SST (°C) 0.71 25 

73 TRMM Microwave SST (°C) 0.71 50 

74 AATSR (ENVISAT) Day SST (°C) 0.5 12 

75 AATSR (ENVISAT) Night SST (°C) 0.3 12 

76 TOPEX Interleaved SSH (M) 0.03 7 

77 TOPEX Interleaved SWH (M) 0.50 7 

78 SSM/I Sea Ice Super Observations 5.0 25 

79 SST Super Obs. 1.00 1 

80 SSMIS F17 Ice (%) 5.0 25 

81 Altimeter SSH Super Observations 0.03 7 

82 Altimeter SWH Super Observations 0.5 7 

83 Near Shore Ice (%) 30.0 25 

84 Aircraft SST (°C) 0.30 1 

85 HF Radar U Velocity Component 0.1 6 

86 HF Radar V Velocity Component 0.1 6 

87 U Velocity 0.1 6 

88 V Velocity 0.1 6 

89 Glider Absolute U Velocity Component 0.1 1 

90 SSMIS F18 Ice (%) 5.0 25 
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NCODA_VAR Observational Data Types  

No. Description 
 

Instrumentation 
Error  

Representative  
Scale  

91 Jason-2 SSH (M) 0.03 7 

92 Glider Absolute V Velocity Component 0.1 1 

93 Surface Drifter U Velocity Component 1.00 1 

94 NOAA18 Day GAC SST (°C) 0.31 8 

95 NOAA18 Night GAC SST (°C) 0.26 8 

96 NOAA18 Relaxed Day GAC SST (°C) 0.49 8 

97 NOAA18 Day LAC SST (°C) 0.31 2 

98 NOAA18 Night LAC SST (°C) 0.26 2 

99 MSG Day SST (°C) 0.31 12 

100 MSG Night SST (°C) 0.31 12 

101 MSG Day/Night SST (°C) 0.31 12 

102 Glider Temperature Profiles (°C) 0.05 1 

103 Glider Salinity Profiles (PSU) 0.01 1 

104 Surface Drifter V Velocity Component 1.00 1 

105 ADCP U Velocity Component 1.00 1 

106 HYCOM Layer Pressure (db) 5 1 

107 GOES11 Day SST (°C) 0.49 12 

108 GOES11 Night SST (°C) 0.31 12 

109 SSMIS F16 Ice (%) 5.0 25 

110 METOP-A Day GAC SST (°C) 0.31 8 

111 METOP-A Night GAC SST (°C) 0.26 8 

112 METOP-A Relaxed Day GAC SST (°C) 0.49 8 

113 METOP-A Day LAC SST (°C) 0.31 2 
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NCODA_VAR Observational Data Types  

No. Description 
 

Instrumentation 
Error  

Representative  
Scale  

114 METOP-A Night LAC SST (°C) 0.26 2 

115 METOP-B Day GAC SST (°C) 0.31 8 

116 METOP-B Night GAC SST (°C) 0.26 8 

117 METOP-B Relaxed Day GAC SST (°C) 0.49 8 

118 METOP-B Day LAC SST (°C) 0.31 2 

119 METOP-B Night LAC SST (°C) 0.26 2 

120 METOP-C Day GAC SST (°C) 0.31 8 

121 METOP-C Night GAC SST (°C) 0.26 8 

122 METOP-C Relaxed Day GAC SST (°C) 0.49 8 

123 METOP-C Day LAC SST (°C) 0.31 2 

124 METOP-C Night LAC SST (°C) 0.26 2 

125 Jason-2 SWH (M) 0.50 7 

126 Jason-1 Interleaved SWH (M) 0.50 7 

127 Jason-1 Interleaved SSH (M) 0.03 7 

128 NOAA19 Day GAC SST (°C) 0.31 8 

129 NOAA19 Night GAC SST (°C) 0.26 8 

130 NOAA19 Relaxed Day GAC SST (°C) 0.49 8 

131 NOAA19 Day LAC SST (°C) 0.31 2 

132 NOAA19 Night LAC SST (°C) 0.26 2 

133 Marine Mammal Temperature (°C) 0.04 1 

134 Marine Mammal Salinity (PSU) 0.02 1 

135 GOES13 Day SST (C) 0.49 12 

136 GOES13 Night SST (C) 0.31 12 
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NCODA_VAR Observational Data Types  

No. Description 
 

Instrumentation 
Error  

Representative  
Scale  

137 ADCP V Velocity Component 1.00 1 

138 AMSR Sea Ice (%) 5.0 12 

139 NOAA19 Day LAC SST (C) 0.81 12 

140 NOAA19 Night LAC SST (C) 0.81 12 
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